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I.1.2Action of the subgroup K 5
I.1.3K-orbits as conic sections 6
I.1.4Decomposition of an arbitrary Möbius transformation 6
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Preface

Everything new is old. . . understood again.
Yu.M. Polyakov

The idea proposed by Sophus Lie and Felix Klein was that geometry is the theory of
invariants of a transitive transformation group. It was used as the main topic of F. Klein’s
inauguration lecture for professorship at Erlangen in 1872 and, thus, become known
as the Erlangen programme (EP). As with any great idea, it was born ahead of its
time. It was only much later when the theory of groups, especially the theory of group
representations, was able to make a serious impact. Therefore, the EP had been marked
as “producing only abstract returns” (©Wikipedia) and laid on one side.

Meanwhile, the 20th century brought significant progress in representation the-
ory, especially linear representations, which was requested by theoretical physics and
supported by achievements in functional analysis. Therefore, a “study of invariants”
becomes possible in the linear spaces of functions and associated algebras of oper-
ators, e.g. the main objects of modern analysis. This is echoed in the saying which
Yu.I. Manin attributed to I.M. Gelfand:

Mathematics of any kind is a representation theory.
This attitude can be encoded as the Erlangen programme at large (EPAL). In this

book, we will systematically apply it to construct geometry of two-dimensional spaces.
Further development shall extend it to analytic function theories on such spaces and
the associated co- and contravariant functional calculi with relevant spectra [197].
Functional spaces are naturally associated with algebras of coordinates on a geomet-
rical (or commutative) space. An operator (non-commutative) algebra is fashionably
treated as a non-commutative space. Therefore, EPAL plays the same rôle for non-
commutative geometry as EP for commutative geometry [172, 176].

EPAL provides a systematic tool for discovering hidden features, which previously
escaped attention for various psychological reasons. In a sense [176], EPAL works like
the periodic table of chemical elements discovered by D.I. Mendeleev: it allows us
to see which cells are still empty and suggest where to look for the corresponding
objects [176].

Mathematical theorems once proved, remain true forever. However, this does
not mean we should not revise the corresponding theories. Excellent examples are
given in Geometry Revisited [71] and Elementary Mathematics from an Advanced Stand-
point [221, 222]. Understanding comes through comparison and there are many excel-
lent books about the Lobachevsky half-plane which made their exposition through a
contrast with Euclidean geometry. Our book offers a different perspective: it considers

xiii
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xiv PREFACE

the Lobachevsky half-plane as one of three sister conformal geometries—elliptic, para-
bolic, and hyperbolic—on the upper half-plane.

Exercises are an integral part of these notes1. If a mathematical statement is presen-
ted as an exercise, it is not meant to be peripheral, unimportant or without further
use. Instead, the label “Exercise” indicates that demonstration of the result is not
very difficult and may be useful for understanding. Presentation of mathematical
theory through a suitable collection of exercises has a long history, starting from the
famous Polya and Szegő book [287], with many other successful examples following,
e.g. [111, 164]. Mathematics is among those enjoyable things which are better to prac-
tise yourself rather than watch others doing it.

For some exercises, I know only a brute-force solution, which is certainly undesir-
able. Fortunately, all of them, marked by the symbol Í in the margins, can be done
through a Computer Algebra System (CAS). The DVD provided contains the full pack-
age and Appendix C describes initial instructions. Computer-assisted exercises also
form a test case for our CAS, which validates both the mathematical correctness of the
library and its practical usefulness. Usage of computer-supported proofs in geometry
is already an established practice [275] and it is naturally to expect its further rapid
growth.

All figures in the book are printed in black and white to reduce costs. The coloured
versions of all pictures are enclosed on the DVD as well—see Appendix C.1 to find
them. The reader will be able to produce even more illustrations him/herself with the
enclosed software.

There are many classical objects, e.g. pencils of cycles, or power of a point, which
often re-occur in this book under different contexts. The detailed index will help to
trace most of such places.

Chapter I.1 serves as an overview and a gentle introduction, so we do not give a
description of the book content here. The reader is now invited to start his/her journey
into Möbius-invariant geometries.

Odessa, July 2011

1This is one of several features, which distinct our work from the excellent book [339], see also App. B.3.
Kolmogorov [225] criticised Yaglom’s book for an insufficient number of exercises.
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LECTURE I.1

Erlangen Programme: Preview

The simplest objects with non-commutative (but still associative) multiplication
may be 2 × 2 matrices with real entries. The subset of matrices of determinant one has
the following properties:

• It is a closed set under multiplication since det(AB) = detA · detB.
• The identity matrix is in the set.
• Any such matrix has an inverse (since detA ̸= 0).

In other words, these matrices form a group, the SL2(R) group [240]—one of the two
most important Lie groups in analysis. The other group is the Heisenberg group [138].
By contrast, the ax + b group, which is used to build wavelets, is only a subgroup of
SL2(R)—see the numerator in (I.1.1) below.

The simplest non-linear transforms of the real line—linear-fractional or Möbius maps—
may also be associated with 2× 2 matrices, cf. [10; 26, Ch. 13; 262, Ch. 3]:

(I.1.1) g : x 7→ g · x = ax+ b

cx+ d
, where g =

(
a b
c d

)
, x ∈ R.

An enjoyable calculation shows that the composition of two transforms (I.1.1) with dif-
ferent matrices g1 and g2 is again a Möbius transform with a matrix equal the product
g1g2. In other words, (I.1.1) is a (left) action of SL2(R).

According to F. Klein’s Erlangen programme (which was influenced by S. Lie), any
geometry deals with invariant properties under a certain transitive group action. For
example, we may ask: What kinds of geometry are related to the SL2(R) action (I.1.1)?

The Erlangen programme has probably the highest rate of praised
actually used among math-

ematical theories, not only due to the large numerator but also due to the undeservedly
small denominator. As we shall see below, Klein’s approach provides some surprising
conclusions even for such over-studied objects as circles.

I.1.1. Make a Guess in Three Attempts

It is easy to see that the SL2(R) action (I.1.1) also makes sense as a map of complex
numbers z = x + iy, i2 = −1, assuming the denominator is non-zero. Moreover, if
y > 0, then g · z has a positive imaginary part as well, i.e. (I.1.1) defines a map from the
upper half-plane to itself.

However, there is no need to be restricted to the traditional route of complex num-
bers only. Less-known double and dual numbers, see [339, Suppl. C] and Appendix B.1,
also have the form z = x + ιy but with different assumptions for the imaginary unit
ι : ι2 = 0 or ι2 = 1, respectively. We will write ε and j instead of ι within dual and

3
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4 I.1. ERLANGEN PROGRAMME: PREVIEW

double numbers, respectively. Although the arithmetic of dual and double numbers
is different from that of complex numbers, e.g. they have divisors of zero, we are still
able to define their transforms by (I.1.1) in most cases.

Three possible values −1, 0 and 1 of σ := ι2 will be referred to here as elliptic, para-
bolic and hyperbolic cases, respectively. We repeatedly meet such a division of various
mathematical objects into three classes. They are named by the historic first example—
the classification of conic sections—however the pattern persistently reproduces itself
in many different areas: equations, quadratic forms, metrics, manifolds, operators, etc.
We will abbreviate this separation as the EPH classification. The common origin of this
fundamental division of any family with one parameter can be seen from the simple
picture of a coordinate line split by zero into negative and positive half-axes:

(I.1.2)
+− 0

↑
parabolic

elliptichyperbolic

Connections between different objects admitting EPH classification are not limited
to this common source. There are many deep results linking, for example, the ellipti-
city of quadratic forms, metrics and operators, e.g. the Atiyah–Singer index theorem.
On the other hand, there are still many white spots, empty cells, obscure gaps and
missing connections between some subjects.

To understand the action (I.1.1) in all EPH cases we use the Iwasawa decompos-
ition [240, § III.1] of SL2(R) = ANK into three one-dimensional subgroups A, N and
K:

(I.1.3)
(
a b
c d

)
=

(
α 0
0 α−1

)(
1 ν
0 1

)(
cosϕ − sinϕ
sinϕ cosϕ

)
.

1

1

1

1

FIGURE I.1.1. Actions of the subgroups A and N by Möbius trans-
formations. Transverse thin lines are images of the vertical axis, grey
arrows show the derived action.

Subgroups A and N act in (I.1.1) irrespective of the value of σ: A makes a dilation
by α2, i.e. z 7→ α2z, andN shifts points to left by ν, i.e. z 7→ z+ ν. This is illustrated by
Fig. I.1.1.

By contrast, the action of the third matrix from the subgroup K sharply depends on
σ—see Fig. I.1.2. In elliptic, parabolic and hyperbolic cases, K-orbits are circles, para-
bolas and (equilateral) hyperbolas, respectively. Thin traversal lines in Fig. I.1.2 join

http://en.wikipedia.org/wiki/Atiyah-Singer_index_theorem


I.1.1. MAKE A GUESS IN THREE ATTEMPTS 5

1

1

1

1

1

1

FIGURE I.1.2. Action of the subgroup K. The corresponding orbits
are circles, parabolas and hyperbolas shown by thick lines. Transverse
thin lines are images of the vertical axis, grey arrows show the derived
action.

points of orbits for the same values of ϕ and grey arrows represent “local velocities”—
vector fields of derived representations.

DEFINITION I.1.1. The common name cycle [339] is used to denote circles, para-
bolas and hyperbolas (as well as straight lines as their limits) in the respective EPH
case.

It is well known that any cycle is a conic section and an interesting observation
is that corresponding K-orbits are, in fact, sections of the same two-sided right-angle
cone, see Fig. I.1.3. Moreover, each straight line generating the cone, see Fig. I.1.3(b),
is crossing corresponding EPH K-orbits at points with the same value of parameter ϕ
from (I.1.3). In other words, all three types of orbits are generated by the rotations of
this generator along the cone.

K-orbits are K-invariant in a trivial way. Moreover, since actions of both A and N
for any σ are extremely “shape-preserving”, we find natural invariant objects of the
Möbius map:

THEOREM I.1.2. The family of all cycles from Definition I.1.1 is invariant under the
action (I.1.1).

PROOF. We will show that, for a given g ∈ SL2(R) and a cycle C, its image gC
is again a cycle. Figure I.1.4 provides an illustration with C being a circle, but our
reasoning works in all EPH cases.
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(a) (b)

FIGURE I.1.3. K-orbits as conic sections. Circles are sections by the
plane EE ′, parabolas are sections by PP ′ and hyperbolas are sections
by HH ′. Points on the same generator of the cone correspond to the
same value of ϕ.

1 U

V

g′
n

g′
a

gn

ga

C
g′C

gC

FIGURE I.1.4. Decomposition of an arbitrary Möbius transformation
g into a product.

For a fixed C, there is the unique pair of transformations g ′
n from the subgroup

N and g ′
a ∈ A that the cycle g ′

ag
′
nC is exactly a K-orbit. This will be shown later in

Exercise I.4.7.
We make a decomposition of g(g ′

ag
′
n)

−1 into a product similar to (I.1.3):

g(g ′
ag

′
n)

−1 = gagngk.

Since g ′
ag

′
nC is a K-orbit, we have gk(g ′

ag
′
nC) = g

′
ag

′
nC. Then:

gC = g(g ′
ag

′
n)

−1g ′
ag

′
nC = gagngkg

′
ag

′
nC

= gagngk(g
′
ag

′
nC) = gagng

′
ag

′
nC.

All transformations from subgroups A and N preserve the shape of any cycles in an
obvious way. Therefore, the last expression gagng ′

ag
′
nC represents a cycle and our

proof is finished. □
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According to Erlangen ideology, we should now study the invariant properties of
cycles.

I.1.2. Covariance of FSCc

Figure I.1.3 suggests that we may obtain a unified treatment of cycles in all EPH
cases by consideration of higher-dimension spaces. The standard mathematical method
is to declare objects under investigation (cycles in our case, functions in functional ana-
lysis, etc.) to be simply points of some larger space. This space should be equipped
with an appropriate structure to hold information externally which previously de-
scribed the inner properties of our objects.

A generic cycle is the set of points (u, v) ∈ R2 defined for all values of σ by the
equation

(I.1.4) k(u2 − σv2) − 2lu− 2nv+m = 0.

This equation (and the corresponding cycle) is defined by a point (k, l,n,m) from a
projective space P3, since, for a scaling factor λ ̸= 0, the point (λk, λl, λn, λm) defines an
equation equivalent to (I.1.4). We call P3 the cycle space and refer to the initial R2 as the
point space.

In order to obtain a connection with the Möbius action (I.1.1), we arrange numbers
(k, l,n,m) into the matrix

(I.1.5) Csσ̆ =

(
l+ ῐsn −m
k −l+ ῐsn

)
,

with a new hypercomplex unit ῐ and an additional parameter s, usually equal to ±1.
The values of σ̆ := ῐ2 are −1, 0 or 1 independent of the value of σ. The matrix (I.1.5)
is the cornerstone of an extended Fillmore–Springer–Cnops construction (FSCc) [65, 100,
300].

The significance of FSCc in the Erlangen framework is provided by the following
result:

THEOREM I.1.3. [300, § 6.e] The image C̃sσ̆ of a cycle Csσ̆ under transformation (I.1.1)
with g ∈ SL2(R) is given by similarity of the matrix (I.1.5):

(I.1.6) C̃sσ̆ = gCsσ̆g
−1.

In other words, FSCc (I.1.5) intertwines Möbius action (I.1.1) on cycles with linear map (I.1.6).

There are several ways to prove (I.1.6). Either by a brute-force calculation (which
can, fortunately, be performed by a CAS) in Section I.4.3, or through the related ortho-
gonality of cycles [65]—see the end of Section I.1.4.

The important observation here is that our extended version of FSCc (I.1.5) uses
an imaginary unit ῐ, which is not related to ι, that defines the appearance of cycles on
the plane. In other words, any EPH type of geometry in the cycle space P3 admits
drawing of cycles in the point space R2 as circles, parabolas or hyperbolas. We may
think of points of P3 as ideal cycles while their depictions on R2 are only their shadows
on the wall of Plato’s cave.

Figure I.1.5(a) shows the same cycles drawn in different EPH styles. We note the
first order contact between the circle, parabola and hyperbola in the intersection points

http://arxiv.org/abs/cs.MS/0512073
http://en.wikipedia.org/wiki/Plato#Metaphysics
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(a)

ce

cp
ch

r0

ce

cp

ch

r1

(b)

ce

fe

fp

fh

ce

fe

fp

fh

FIGURE I.1.5. Cycle implementations, centres and foci. (a) Different
EPH implementations of the same cycles defined by quadruples of
numbers. (b) Centres and foci of two parabolas with the same focal
length.

with the real line. Informally, we can say that EPH realisations of a cycle look the
same in a vicinity of the real line. It is not surprising since cycles are invariants of the
hypercomplex Möbius transformations, which are extensions of SL2(R)-action (I.3.24)
on the real line.

Points ce,p,h = ( l
k
,−σ̆n

k
) on Fig. I.1.5(a) are the respective e/p/h-centres of drawn

cycles. They are related to each other through several identities:

(I.1.7) ce = c̄h, cp =
1

2
(ce + ch).

Figure I.1.5(b) presents two cycles drawn as parabolas. They have the same focal
length, n

2k , and, thus, their e-centres are on the same level. In other words, concent-
ric parabolas are obtained by a vertical shift, not by scaling, as an analogy with circles
or hyperbolas may suggest.

Figure I.1.5(b) also presents points, called e/p/h-foci,

(I.1.8) fe,p,h =

(
l

k
,
detCsσ̆
2nk

)
,

which are independent of the sign of s. If a cycle is depicted as a parabola, then the h-
focus, p-focus and e-focus are, correspondingly, the geometrical focus of the parabola,
its vertex, and the point on the directrix nearest to the vertex.

As we will see (cf. Theorems I.1.5 and I.1.7), all three centres and three foci are
useful attributes of a cycle, even if it is drawn as a circle.

I.1.3. Invariants: Algebraic and Geometric

We use known algebraic invariants of matrices to build appropriate geometric in-
variants of cycles. It is yet another demonstration that any division of mathematics
into subjects is only illusive.
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For 2 × 2 matrices (and, therefore, cycles), there are only two essentially different
invariants under similarity (I.1.6) (and, therefore, under Möbius action (I.1.1)): the
trace and the determinant. The latter was already used in (I.1.8) to define a cycle’s foci.
However, due to the projective nature of the cycle space P3, the absolute values of the
trace or determinant are irrelevant, unless they are zero.

Alternatively, we may have a special arrangement for the normalisation of quad-
ruples (k, l,n,m). For example, if k ̸= 0, we may normalise the quadruple to (1, l

k
, n
k
, m
k
)

with the highlighted cycle’s centre. Moreover, in this case, −detCsσ̆ is equal to the
square of cycle’s radius, cf. Section I.1.6. Another normalisation, detCsσ̆ = ±1, is used
in [163] to obtain a good condition for touching circles.

We still have important characterisation even with non-normalised cycles. For ex-
ample, invariant classes (for different σ̆) of cycles are defined by the condition detCsσ̆ =
0. Such a class is parameterised only by two real numbers and, as such, is easily at-
tached to a certain point of R2. For example, the cycle Csσ̆ with detCsσ̆ = 0, σ̆ = −1,
drawn elliptically, represents just a point ( l

k
, n
k
), i.e. an (elliptic) zero-radius circle. The

same condition with σ̆ = 1 in hyperbolic drawing produces a null-cone originating at
point ( l

k
, n
k
):

(u− l
k
)2 − (v− n

k
)2 = 0,

i.e. a zero-radius cycle in a hyperbolic metric.

FIGURE I.1.6. Different σ-implementations of the same σ̆-zero-radius
cycles. The corresponding foci belong to the real axis.

In general, for every concept there are at least nine possibilities: three EPH cases
in the cycle space times three EPH realisations in the point space. These nine cases for
“zero-radius” cycles are shown in Fig. I.1.6. For example, p-zero-radius cycles in any
implementation touch the real axis, that is they are horocycles.

This “touching” property is a manifestation of the boundary effect in the upper-half
plane geometry. The famous question about hearing a drum’s shape has a counterpart:
Can we see/feel the boundary from inside a domain?

http://en.wikipedia.org/wiki/Hearing_the_shape_of_a_drum
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Both orthogonality relations described below are “boundary-aware” as well. After
all, it is not surprising since SL2(R) action on the upper half-plane was obtained as an
extension of its action (I.1.1) on the boundary.

According to the categorical viewpoint, internal properties of objects are of minor
importance in comparison to their relations with other objects from the same class. As
an example, we may give the proof of Theorem I.1.3 described at the end of of the next
section. Thus, from now on, we will look for invariant relations between two or more
cycles.

I.1.4. Joint Invariants: Orthogonality

The most expected relation between cycles is based on the following Möbius--
invariant “inner product”, built from a trace of the product of two cycles as matrices:

(I.1.9)
〈
Csσ̆, C̃

s
σ̆

〉
= − tr(Csσ̆C̃

s
σ̆).

Here, C̃sσ̆ means the complex conjugation of elements of the matrix C̃sσ̆. Notably, an
inner product of this type is used, for example, in GNS construction to make a Hilbert
space out of C∗-algebra. The next standard move is given by the following definition:

DEFINITION I.1.4. Two cycles are called σ̆-orthogonal if
〈
Csσ̆, C̃

s
σ̆

〉
= 0.

For the case of σ̆σ = 1, i.e. when the geometries of the cycle and point spaces are
both either elliptic or hyperbolic, such an orthogonality is standard, defined in terms of
angles between tangent lines in the intersection points of two cycles. However, in the
remaining seven (9− 2) cases, the innocent-looking Definition I.1.4 brings unexpected
relations.

Elliptic (in the point space) realisations of Definition I.1.4, i.e. σ = −1, are shown
in Fig. I.1.7. Figure I.1.7(a) corresponds to the elliptic cycle space, e.g. σ̆ = −1. The
orthogonality between the red circle and any circle from the blue or green families
is given in the usual Euclidean sense. Figure I.1.7(b) (parabolic in the cycle space)
and Fig. I.1.7(c) (hyperbolic) show the non-local nature of the orthogonality. There are
analogous pictures in parabolic and hyperbolic point spaces—see Section I.6.1.

This orthogonality may still be expressed in the traditional sense if we will asso-
ciate to the red circle the corresponding “ghost” circle, which is shown by the dashed
lines in Fig. I.1.7. To describe the ghost cycle, we need the Heaviside function χ(σ):

(I.1.10) χ(t) =

{
1, t ⩾ 0;
−1, t < 0.

THEOREM I.1.5. A cycle is σ̆-orthogonal to cycle Csσ̆ if it is orthogonal in the usual sense
to the σ-realisation of “ghost” cycle Ĉsσ̆, which is defined by the following two conditions:

i. The χ(σ)-centre of Ĉsσ̆ coincides with the σ̆-centre of Csσ̆.
ii. Cycles Ĉsσ̆ and Csσ̆ have the same roots. Moreover, det Ĉ1

σ = detC
χ(σ̆)
σ .

The above connection between various centres of cycles illustrates their relevance
to our approach.

http://en.wikipedia.org/wiki/Category_theory
http://en.wikipedia.org/wiki/Gelfand-Naimark-Segal_construction
http://en.wikipedia.org/wiki/Heaviside_step_function
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a
b

c

d

σ = −1, σ̆ = −1

1

1 a
b

c

d

σ = −1, σ̆ = 0

1

1 a
b

c

d

σ = −1, σ̆ = 1

1

1

(a) (b) (c)

FIGURE I.1.7. Orthogonality of the first kind in the elliptic point
space. Each picture presents two groups (green and blue) of cycles
which are orthogonal to the red cycle Csσ̆. Point b belongs to Csσ̆ and
the family of blue cycles passing through b is orthogonal to Csσ̆. They
all also intersect at the point dwhich is the inverse of b in Csσ̆. Any or-
thogonality is reduced to the usual orthogonality with a new (“ghost”)
cycle (shown by the dashed line), which may or may not coincide with
Csσ̆. For any point a on the “ghost” cycle, the orthogonality is reduced
to the local notion in terms of tangent lines at the intersection point.
Consequently, such a point a is always the inverse of itself.

One can easily check the following orthogonality properties of the zero-radius
cycles defined in the previous section:

i. Due to the identity ⟨Csσ̆,Csσ̆⟩ = 2 detCsσ̆, zero-radius cycles are self-orthogonal
(isotropic).

ii. A cycle Csσ̆ is σ-orthogonal to a zero-radius cycle Zsσ̆ if and only if Csσ̆ passes
through the σ-centre of Zsσ̆.

SKETCH OF PROOF OF THEOREM I.1.3. The validity of Theorem I.1.3 for a zero-
radius cycle

Zsσ̆ =

(
z −zz̄
1 −z̄

)
=

1

2

(
z z
1 1

)(
1 −z̄
1 −z̄

)
with the centre z = x+ ιy is straightforward. This implies the result for a generic cycle
with the help of Möbius invariance of the product (I.1.9) (and, thus, the orthogonality)
and the above relation (Theorem I.1.5.ii) between the orthogonality and the incidence.
See Exercise I.6.7 for details. □

I.1.5. Higher-order Joint Invariants: Focal Orthogonality

With our appetite already whet we may wish to build more joint invariants. In-
deed, for any polynomial p(x1, x2, . . . , xn) of several non-commuting variables, one
may define an invariant joint disposition of n cycles jCsσ̆ by the condition

trp(1Csσ̆,
2Csσ̆, . . . ,

nCsσ̆) = 0.
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However, it is preferable to keep some geometrical meaning of constructed notions.
An interesting observation is that, in the matrix similarity of cycles (I.1.6), one may

replace element g ∈ SL2(R) by an arbitrary matrix corresponding to another cycle.
More precisely, the product Csσ̆C̃

s
σ̆C

s
σ̆ is again the matrix of the form (I.1.5) and, thus,

may be associated with a cycle. This cycle may be considered as the reflection of C̃sσ̆ in
Csσ̆.

DEFINITION I.1.6. A cycle Csσ̆ is f-orthogonal to a cycle C̃sσ̆ if the reflection of C̃sσ̆ in
Csσ̆ is orthogonal (in the sense of Definition I.1.4) to the real line. Analytically, this is
defined by

(I.1.11) tr(Csσ̆C̃
s
σ̆C

s
σ̆R
s
σ̆) = 0.

Due to invariance of all components in the above definition, f-orthogonality is
a Möbius-invariant condition. Clearly, this is not a symmetric relation—if Csσ̆ is f-
orthogonal to C̃sσ̆, then C̃sσ̆ is not necessarily f-orthogonal to Csσ̆.

a
b

c

d

σ = −1, σ̆ = −1

1

1 a
b

c

d

σ = −1, σ̆ = 0

1

1 a
b

c

d

σ = −1, σ̆ = 1

1

1

FIGURE I.1.8. Focal orthogonality for circles. To highlight both simil-
arities and distinctions with ordinary orthogonality, we use the same
notations as in Fig. I.1.7.

Figure I.1.8 illustrates f-orthogonality in the elliptic point space. In contrast to
Fig. I.1.7, it is not a local notion at the intersection points of cycles for all σ̆. However,
it may again be clarified in terms of the appropriate f-ghost cycle, cf. Theorem I.1.5.

THEOREM I.1.7. A cycle is f-orthogonal to a cycle Csσ̆ if it is orthogonal in the traditional
sense to its f-ghost cycle C̃σ̆σ̆ = C

χ(σ)
σ̆ Rσ̆σ̆C

χ(σ)
σ̆ , which is the reflection of the real line in Cχ(σ)σ̆

and χ is the Heaviside function (I.1.10). Moreover:
i. The χ(σ)-centre of C̃σ̆σ̆ coincides with the σ̆-focus of Csσ̆. Consequently, all lines f-

orthogonal to Csσ̆ pass the respective focus.
ii. Cycles Csσ̆ and C̃σ̆σ̆ have the same roots.

Note the above intriguing interplay between the cycle’s centres and foci. Although
f-orthogonality may look exotic, it will appear again at the end of next section.

Of course, it is possible to define other interesting higher-order joint invariants of
two or even more cycles.
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I.1.6. Distance, Length and Perpendicularity

Geometry in the plain meaning of the word deals with distances and lengths. Can
we obtain them from cycles?

(a)

z1
z2 z3 z4

(b)

z1

z2

z3

z4

de

dp

FIGURE I.1.9. Radius and distance for parabolas. (a) The square of the
parabolic diameter is the square of the distance between roots if they
are real (z1 and z2). Otherwise, it is the negative square of the distance
between the adjoint roots (z3 and z4). (b) Distance is the extremum of
diameters in elliptic (z1 and z2) and parabolic (z3 and z4) cases.

We already mentioned that, for circles normalised by the condition k = 1, the value
−detCsσ̆ = − 1

2 ⟨Csσ̆,Csσ̆⟩ produces the square of the traditional circle radius. Thus, we
may keep it as the definition of the σ̆-radius for any cycle. However, we then need to
accept that, in the parabolic case, the radius is the (Euclidean) distance between (real)
roots of the parabola—see Fig. I.1.9(a).

Having already defined the radii of circles, we may use them for other measure-
ments in several different ways. For example, the following variational definition may
be used:

DEFINITION I.1.8. The distance between two points is the extremum of diameters
of all cycles passing through both points—see Fig. I.1.9(b).

If σ̆ = σ, this definition gives, in all EPH cases, the following expression for a
distance de,p,h(u, v) between the endpoints of any vector w = u+ iv:

(I.1.12) de,p,h(u, v)
2 = (u+ iv)(u− iv) = u2 − σv2.

The parabolic distance d2p = u2, see Fig. I.1.9(b), sits algebraically between de and dh
according to the general principle (I.1.2) and is widely accepted [339]. However, one
may be unsatisfied by its degeneracy.

An alternative measurement is motivated by the fact that a circle is the set of
equidistant points from its centre. However, there are now several choices for the
“centre”: it may be either a point from three centres (I.1.7) or three foci (I.1.8).
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DEFINITION I.1.9. The length of a directed interval
−→
AB is the radius of the cycle

with its centre (denoted by lc(
−→
AB)) or focus (denoted by lf(

−→
AB)) at the point A which

passes through B.

This definition is less common and has some unusual properties like non-symmetry:
lf(
−→
AB) ̸= lf(

−→
BA). However, it comfortably fits the Erlangen programme due to its

SL2(R)-conformal invariance:

THEOREM I.1.10 ([191]). Let l denote either the EPH distances (I.1.12) or any length
from Definition I.1.9. Then, for fixed y, y ′ ∈ A, the limit

lim
t→0

l(g · y,g · (y+ ty ′))
l(y,y+ ty ′)

(where g ∈ SL2(R)) exists and its value depends only on y and g and is independent of y ′.

A

B

ε ~CD

FIGURE I.1.10. The perpendicular as the shortest route to a line.

We may return from lengths to angles noting that, in the Euclidean space, a per-
pendicular is the shortest route from a point to a line—see Fig. I.1.10.

DEFINITION I.1.11. Let l be a length or distance. We say that a vector
−→
AB is l-

perpendicular to a vector
−→
CD if function l(

−→
AB+ε

−→
CD) of a variable ε has a local extremum

at ε = 0.

A pleasant surprise is that lf-perpendicularity obtained using the length from fo-
cus (Definition I.1.9) coincides with f-orthogonality (already defined in Section I.1.5),
as follows from Theorem I.1.7.i.

All these study are waiting to be generalised to higher-dimensions. Quaternions
and Clifford algebras provide a suitable language for this [191, 273].

I.1.7. The Erlangen Programme at Large

As we already mentioned, the division of mathematics into separate areas is purely
imaginary. Therefore, it is unnatural to limit the Erlangen programme only to “geo-
metry”. We may continue to look for SL2(R)-invariant objects in other related fields.

http://en.wikipedia.org/wiki/Quaternion
http://en.wikipedia.org/wiki/Clifford_algebra


I.1.7. THE ERLANGEN PROGRAMME AT LARGE 15

For example, transform (I.1.1) generates the unitary representation on the space L2(R):

(I.1.13) g : f(x) 7→ 1

(cx+ d)
f

(
ax+ b

cx+ d

)
.

The above transformations have two invariant subspaces within L2(R): the Hardy
space and its orthogonal complements. These spaces are of enormous importance in
harmonic analysis. Similar transformations

(I.1.14) g : f(z) 7→ 1

(cz+ d)m
f

(
az+ b

cz+ d

)
,

form = 2, 3, . . . , can be defined on square-integrable functions in the upper half-plane.
The respective invariant subspaces are weighted Bergman spaces of complex-valued
analytic and poly-analytic functions.

Transformations (I.1.14) produce the discrete series representations of SL2(R), cf. [240,
§ IX.2]. Consequently, all main objects of complex analysis can be obtained in terms of
invariants of these representations. For example:

• The Cauchy and Bergman integrals are special cases of wavelet transform, cf. [176,
§ 3]. The corresponding mother wavelets are eigenfunctions of operators from
the representations of the subgroup K.
• The Cauchy–Riemann and Laplace operators are invariant differential oper-

ators. They annihilate the respective mother wavelet which are mentioned
above, cf. [193, § 3].
• Taylor series is a decomposition over eigenfunctions of the subgroupK, cf. [170,

§ 3.4].
It would be an omission to limit this construction only to the discrete series, com-

plex numbers and the subgroup K. Two other series of representations (principal and
complimentary—see [240, § VI.6]) are related to important special functions [333] and
differential operators [254]. These series have unitary realisations in dual and double
numbers [170, 194]. Their relations with subgroups N ′ and A′ will be shown in Sec-
tion I.3.3.4.

Moving further, we may observe that transform (I.1.1) is also defined for an ele-
ment x in any algebra A with a unit 1 as soon as (cx + d1) ∈ A has an inverse. If A is
equipped with a topology, e.g. is a Banach algebra, then we may study a functional cal-
culus for element x [168] in this way. It is defined as an intertwining operator between
the representations (I.1.13) or (I.1.14) in spaces of analytic functions and similar repres-
entations in left A-modules.

In the spirit of the Erlangen programme, such functional calculus is still a geo-
metry, since it is dealing with invariant properties under a group action. However,
even for the simplest non-normal operator, e.g. a Jordan block of length k, the ob-
tained space is not like a space of points but is, rather, a space of k-th jets [182]. Such
non-point behaviour is often attributed to non-commutative geometry and the Erlangen
programme provides an important insight on this popular topic [176].

Of course, there is no reason to limit the Erlangen programme to the group SL2(R)
only—other groups may be more suitable in different situations. For example, the
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Heisenberg group and its hypercomplex representations are useful in quantum mech-
anics [196, 199]. However, SL2(R) still possesses large unexplored potential and is a
good object to start with.



LECTURE I.2

Groups and Homogeneous Spaces

Group theory and representation theory are themselves two enormous and inter-
esting subjects. However, they are auxiliary in our presentation and we are forced to
restrict our consideration to a brief overview.

Besides introduction to that areas presented in [254,333] we recommend addition-
ally the books [159,321]. The representation theory intensively uses tools of functional
analysis and on the other hand inspires its future development. We use the book [164]
for references on functional analysis here and recommend it as a nice reading too.

I.2.1. Groups and Transformations

We start from the definition of the central object, which formalises the universal
notion of symmetries [159, § 2.1].

DEFINITION I.2.1. A transformation group G is a non-void set of mappings of a
certain set X into itself with the following properties:

i. The identical map is included in G.
ii. If g1 ∈ G and g2 ∈ G then g1g2 ∈ G.

iii. If g ∈ G then g−1 exists and belongs to G.

EXERCISE I.2.2. List all transformation groups on a set of three elements.

EXERCISE I.2.3. Verify that the following sets are transformation groups:
i. The group of permutations of n elements.

ii. The group of rotations of the unit circle T.
iii. The groups of shifts of the real line R and the plane R2.
iv. The group of one-to-one linear maps of an n-dimensional vector space over a

field F onto itself.
v. The group of linear-fractional (Möbius) transformations:

(I.2.1)
(
a b
c d

)
: z 7→ az+ b

cz+ d
,

of the extended complex plane such that ad− bc ̸= 0.

It is worth (and often done) to push abstraction one level higher and to keep the
group alone without the underlying space:

DEFINITION I.2.4. An abstract group (or simply group) is a non-void setG on which
there is a law of group multiplication (i.e. mapping G×G→ G) with the properties:

i. Associativity: g1(g2g3) = (g1g2)g3.

17
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ii. The existence of the identity: e ∈ G such that eg = ge = g for all g ∈ G.
iii. The existence of the inverse: for every g ∈ G there exists g−1 ∈ G such that

gg−1 = g−1g = e.

EXERCISE I.2.5. Check that
i. any transformation group is an abstract group; and

ii. any abstract group is isomorphic to a transformation group. HINT: Use the
action of the abstract group on itself by left (or rightthe right shift) shifts from Exercise .⋄

If we forget the nature of the elements of a transformation group G as transforma-
tions of a set X then we need to supply a separate “multiplication table” for elements
ofG. By the previous Exercise both concepts are mathematically equivalent. However,
an advantage of a transition to abstract groups is that the same abstract group can act
by transformations of apparently different sets.

EXERCISE I.2.6. Check that the following transformation groups (cf. Example I.2.3)
have the same law of multiplication, i.e. are equivalent as abstract groups:

i. The group of isometric mapping of an equilateral triangle onto itself.
ii. The group of all permutations of a set of three elements.

iii. The group of invertible matrices of order 2 with coefficients in the field of
integers modulo 2.

iv. The group of linear fractional transformations of the extended complex plane
generated by the mappings z 7→ z−1 and z 7→ 1− z.

HINT: Recall that linear fractional transformations are represented by matrices (I.2.1). Further-
more, a linear fractional transformation is completely defined by the images of any three differ-
ent points (say, 0, 1 and ∞), see Exercise I.3.1.(d)ii. What are images of 0, 1 and ∞ under the
maps specified in I.2.6.iv?⋄

EXERCISE∗ I.2.7. Expand the list in the above exercise.

It is much simpler to study groups with the following additional property.

DEFINITION I.2.8. A group G is commutative (or abelian) if, for all g1, g2 ∈ G, we
have g1g2 = g2g1.

However, most of the interesting and important groups are non-commutative.

EXERCISE I.2.9. Which groups among those listed in Exercises I.2.2 and I.2.3 are
commutative?

Groups may have some additional analytical structures, e.g. they can be a topo-
logical space with a corresponding notion of limit and respective continuity. We also
assume that our topological groups are always locally compact [159, § 2.4], that is there
exists a compact neighbourhood of every point. It is common to assume that the topo-
logical and group structures are in agreement:

DEFINITION I.2.10. If, for a group G, group multiplication and inversion are con-
tinuous mappings, then G is continuous group.

EXERCISE I.2.11. i. Describe topologies which make groups from Exercises I.2.2
and I.2.3 continuous.
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ii. Show that a continuous group is locally compact if there exists a compact
neighbourhood of its identity.

An even better structure can be found among Lie groups [159, § 6], e.g. groups with
a differentiable law of multiplication. In the investigation of such groups, we could
employ the whole arsenal of analytical tools. Hereafter, most of the groups studied
will be Lie groups.

EXERCISE I.2.12. Check that the following are non-commutative Lie (and, thus,
continuous) groups:

i. The ax + b group (or the affine group) [321, Ch. 7] of the real line: the set of
elements (a,b), a ∈ R+, b ∈ R with the group law:

(a,b) ∗ (a ′,b ′) = (aa ′,ab ′ + b).

The identity is (1, 0) and (a,b)−1 = (a−1,−b/a).
ii. The Heisenberg group H1 [138; 321, Ch. 1]: a set of triples of real numbers

(s, x,y) with the group multiplication:

(I.2.2) (s, x,y) ∗ (s ′, x ′,y ′) = (s+ s ′ +
1

2
(x ′y− xy ′), x+ x ′,y+ y ′).

The identity is (0, 0, 0) and (s, x,y)−1 = (−s,−x,−y).

iii. The SL2(R) group [140, 240]: a set of 2 × 2 matrices
(
a b
c d

)
with real entries

a, b, c, d ∈ R and the determinant det = ad − bc equal to 1 and the group
law coinciding with matrix multiplication:(

a b
c d

)(
a ′ b ′

c ′ d ′

)
=

(
aa ′ + bc ′ ab ′ + bd ′

ca ′ + dc ′ cb ′ + dd ′

)
.

The identity is the unit matrix and(
a b
c d

)−1

=

(
d −b
−c a

)
.

The above three groups are behind many important results of real and complex
analysis [138, 140, 185, 240] and we meet them many times later.

I.2.2. Subgroups and Homogeneous Spaces

A study of any mathematical object is facilitated by a decomposition into smaller
or simpler blocks. In the case of groups, we need the following:

DEFINITION I.2.13. A subgroup of a group G is subset H ⊂ G such that the restric-
tion of multiplication from G to Hmakes H a group itself.

EXERCISE I.2.14. Show that the ax+ b group is a subgroup of SL2(R).

HINT: Consider matrices
1√
a

(
a b

0 1

)
.⋄
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While abstract groups are a suitable language for investigation of their general
properties, we meet groups in applications as transformation groups acting on a set X.
We will describe the connections between those two viewpoints. It can be approached
either by having a homogeneous space build the class of isotropy subgroups or by
having a subgroup define respective homogeneous spaces. The next two subsections
explore both directions in detail.

I.2.2.1. From a Homogeneous Space to the Isotropy Subgroup. Let X be a set and
let us define, for a group G, an operation G : X → X of G on X. We say that a subset
S ⊂ X is G-invariant if g · s ∈ S for all g ∈ G and s ∈ S.

EXERCISE I.2.15. Show that if S ⊂ X is G-invariant then its complement X \ S is
G-invariant as well.

Thus, if X has a non-trivial invariant subset, we can split X into disjoint parts. The
finest such decomposition is obtained from the following equivalence relation on X,
say, x1 ∼ x2, if and only if there exists g ∈ G such that gx1 = x2, with respect to which
X is a disjoint union of distinct orbits [239, § I.5], that is subsets of all gx0 with a fixed
x0 ∈ X and arbitrary g ∈ G.

EXERCISE I.2.16. Let the group SL2(R) act on C by means of linear-fractional trans-
formations (I.2.1). Show that there exist three orbits: the real axis R, the upper R2

+ and
lower R2

− half-planes:

R2
+ = {x± iy | x,y ∈ R, y > 0} and R2

− = {x± iy | x,y ∈ R, y < 0}.

Thus, from now on, without loss of generality, we assume that the action of G on
X is transitive, i.e. for every x ∈ Xwe have

Gx :=
⋃
g∈G

gx = X.

In this case, X is G-homogeneous space.

EXERCISE I.2.17. Show that either of the following conditions define a transitive
action of G on X:

i. For two arbitrary points x1, x2 ∈ X, there exists g ∈ G such that gx1 = x2.
ii. There is a point x0 ∈ X with the property that for an arbitrary point x ∈ X,

there exists g ∈ G such that gx0 = x.

EXERCISE I.2.18. Show that, for any group G, we can define its action on X = G as
follows:

i. The conjugation g : x 7→ gxg−1.
ii. The left shift Λ(g) : x 7→ gx and the right shift R(g) : x 7→ xg−1.

The above actions define group homomorphisms from G to the transformation group
of G. However, the conjugation is trivial for all commutative groups.

EXERCISE I.2.19. Show that:
i. The set of elements Gx = {g ∈ G | gx = x} for a fixed point x ∈ X forms a

subgroup of G, which is called the isotropy (sub)group of x in G [239, § I.5].



I.2.2. SUBGROUPS AND HOMOGENEOUS SPACES 21

ii. For any x1, x2 ∈ X, isotropy subgroups Gx1 and Gx2 are conjugated, that is,
there exists g ∈ G such that Gx1 = g−1Gx2g.

This provides a transition from a G-action on a homogeneous space X to a sub-
group of G, or even to an equivalence class of such subgroups under conjugation.

EXERCISE I.2.20. Find a subgroup which corresponds to the given action of G on
X:

i. Action of ax+ b group on R by the formula: (a,b) : x 7→ ax+ b for the point
x = 0.

ii. Action of SL2(R) group on one of three orbit from Exercise I.2.16 with respect-
ive points x = 0, i and −i.

I.2.2.2. From a Subgroup to the Homogeneous Space. We can also go in the op-
posite direction—given a subgroup of G, find the corresponding homogeneous space.
Let G be a group and H be its subgroup. Let us define the space of cosets X = G/H by
the equivalence relation: g1 ∼ g2 if there exists h ∈ H such that g1 = g2h.

There is an important type of subgroups:

DEFINITION I.2.20(a). A subgroup H of a group G is said to be normal if H is in-
variant under conjugation, that is g−1hg ∈ H for all g ∈ G, h ∈ H.

The special role of normal subgroups is explained by the following property:

EXERCISE I.2.20(b). Check that, the binary operation g1H · g2H = (g1g2)H, where
g1, g2 ∈ G, is well-defined on X = G/H. Furthermore, this operation turns X into a
group, called the quotient group.

In our studies normal subgroup will not appear and the set X = G/H will not
be a group. However, for any subgroup H ⊂ G the set X = G/H is a homogeneous
space under the left G-action g : g1H 7→ (gg1)H. For practical purposes it is more
convenient to have a parametrisation of X and express the above G-action through
those parameters, as shown below.

We define a function (section) [159, § 13.2] s : X → G such that it is a right inverse
to the natural projection p : G → G/H, i.e. p(s(x)) = x for all x ∈ X. Depending on
situation some additional properties of s may be required, e.g. continuity. In our work
we will usually need only that the section s is a measurable function.

EXERCISE I.2.21. Check that, for any g ∈ G, we have s(p(g)) = gh, for some h ∈ H
depending on g.

Then, any g ∈ G has a unique decomposition of the form g = s(x)h, where x =
p(g) ∈ X and h ∈ H. We define a map r associated to s through the identities:

x = p(g), h = r(g) := s(x)−1g.

EXERCISE I.2.22. Show that:
i. X is a left G-space with the G-action defined in terms of maps s and p as

follows:

(I.2.3) g : x 7→ g · x = p(g ∗ s(x)),
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where ∗ is the multiplication on G. This is illustrated by the diagram:

(I.2.4) G

p

��

g∗ // G

p

��
X

s

OO

g· // X

s

OO

ii. The above action of G : X → X is transitive on X, thus X is a G-homogeneous
space.

iii. The choice of a section s is not essential in the following sense. Let s1 and s2
be two maps, such that p(si(x)) = x for all x ∈ X, i = 1, 2. Then, p(g∗s1(x)) =
p(g ∗ s2(x)) for all g ∈ G.

Thus, starting from a subgroup H of a group G, we can define a G-homogeneous
space X = G/H.

I.2.3. Differentiation on Lie Groups and Lie Algebras

To do some analysis on groups, we need suitably-defined basic operations: differ-
entiation and integration.

Differentiation is naturally defined for Lie groups. If G is a Lie group and Gx is
its closed subgroup, then the homogeneous space G/Gx considered above is a smooth
manifold (and a loop as an algebraic object) for every x ∈ X [159, Thm. 2 in § 6.1].
Therefore, the one-to-one mapping G/Gx → X from § I.2.2.2 induces a structure of
C∞-manifold on X. Thus, the class C∞

0 (X) of smooth functions with compact supports
on X has the natural definition.

For every Lie group G there is an associated Lie algebra g. This algebra can be
realised in many different ways. We will use the following two out of four listed
in [159, § 6.3].

I.2.3.1. One-parameter Subgroups and Lie Algebras. For the first realisation, we
consider a one-dimensional continuous subgroup x(t) of G as a group homomorphism of
x : (R,+)→ G. For such a homomorphism x, we have x(s+t) = x(s)x(t) and x(0) = e.

EXERCISE I.2.23. Check that the following subsets of elements parametrised by
t ∈ R are one-parameter subgroups:

i. For the affine group: a(t) = (et, 0) and n(t) = (1, t).
ii. For the Heisenberg group H1:

s(t) = (t, 0, 0), x(t) = (0, t, 0) and y(t) = (0, 0, t).

iii. For the group SL2(R):

a(t) =

(
e−t/2 0
0 et/2

)
, n(t) =

(
1 t
0 1

)
,(I.2.5)

b(t) =

(
cosh t2 sinh t2
sinh t2 cosh t2

)
, z(t) =

(
cos t sin t

− sin t cos t

)
.(I.2.6)
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The one-parameter subgroup x(t) defines a tangent vector X = x ′(0) belonging
to the tangent space Te of G at e = x(0). The Lie algebra g can be identified with
this tangent space. The important exponential map exp : g → G works in the opposite
direction and is defined by expX = x(1) in the previous notations. For the case of a
matrix group, the exponent map can be explicitly realised through the exponentiation
of the matrix representing a tangent vector:

exp(A) = I+A+
A2

2
+
A3

3!
+
A4

4!
+ . . . .

EXERCISE I.2.24. i. Check that subgroups a(t), n(t), b(t) and z(t) from Ex-
ercise I.2.23.iii are generated by the exponent map of the following zero-trace
matrices:

a(t) = exp

(
− t2 0
0 t

2

)
, n(t) = exp

(
0 t
0 0

)
,(I.2.7)

b(t) = exp

(
0 t

2
t
2 0

)
, z(t) = exp

(
0 t
−t 0

)
.(I.2.8)

ii. Check that for any g ∈ SL2(R) there is a unique (up to a parametrisation)
one-parameter subgroup passing g. Alternatively, the identity etX = esY for
some X, Y ∈ sl2 and t, s ∈ R implies X = uY for some u ∈ R.

I.2.3.2. Invariant Vector Fields and Lie Algebras. In the second realisation of the
Lie algebra, g is identified with the left (right) invariant vector fields on the group G,
that is, first-order differential operators X defined at every point of G and invariant
under the left (right) shifts: XΛ = ΛX (XR = RX). This realisation is particularly usable
for a Lie group with an appropriate parametrisation. The following examples describe
different techniques for finding such invariant fields.

EXAMPLE I.2.25. Let us build left (right) invariant vector fields on G—the ax + b
group using the plain definition. Take the basis {∂a,∂b} ({−∂a,−∂b}) of the tangent
space Te to G at its identity. We will propagate these vectors to an arbitrary point
through the invariance under shifts. That is, to find the value of the invariant field at
the point g = (a,b), we

i. make the left (right) shift by g,
ii. apply a differential operator from the basis of Te,

iii. make the inverse left (right) shift by g−1 = ( 1
a
,−b

a
).

Thus, we will obtain the following invariant vector fields:

(I.2.9) Al = a∂a, Nl = a∂b; and Ar = −a∂a − b∂b, Nr = −∂b.

EXAMPLE I.2.26. An alternative calculation for the same Lie algebra can be done
as follows. The Jacobians at g = (a,b) of the left and the right shifts

Λ(u, v) : f(a,b) 7→ f

(
a

u
,
b− v

u

)
, and R(u, v) : f(a,b) 7→ f(ua, va+ b)

by h = (u, v) are:

JΛ(h) =

(
1
u

0
0 1

u

)
, and JR(h) =

(
u 0
v 1

)
.
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Then the invariant vector fields are obtained by the transpose of Jacobians:(
Al

Nl

)
= JtΛ(g

−1)

(
∂a
∂b

)
=

(
a 0
0 a

)(
∂a
∂b

)
=

(
a∂a
a∂b

)
(
Ar

Nr

)
= JtR(g)

(
−∂a
−∂b

)
=

(
a b
0 1

)(
−∂a
−∂b

)
=

(
−a∂a − b∂b

−∂b

)
This rule is a very special case of the general theorem on the change of variables in the
calculus of pseudo-differential operators (PDO), cf. [136, Thm. 18.1.17; 305, § 4.2].

EXAMPLE I.2.27. Finally, we calculate the invariant vector fields on the ax + b
group through a connection to the above one-parameter subgroups. The left-invariant
vector field corresponding to the subgroup a(t) from Exercise I.2.23.i is obtained through
the differentiation of the right action of this subgroup:

[Alf](a,b) =
d

dt
f((a,b) ∗ (et, 0))

∣∣∣∣
t=0

=
d

dt
f(aet,b)

∣∣∣∣
t=0

= af ′a(a,b),

[Nlf](a,b) =
d

dt
f((a,b) ∗ (1, t))

∣∣∣∣
t=0

=
d

dt
f(a,at+ b)

∣∣∣∣
t=0

= af ′b(a,b).

Similarly, the right-invariant vector fields are obtained by the derivation of the left
action:

[Arf](a,b) =
d

dt
f((e−t, 0) ∗ (a,b))

∣∣∣∣
t=0

=
d

dt
f(e−ta, e−tb)

∣∣∣∣
t=0

= −af ′a(a,b) − bf
′
b(a,b),

[Nrf](a,b) =
d

dt
f((1,−t) ∗ (a,b))

∣∣∣∣
t=0

=
d

dt
f(a,b− t)

∣∣∣∣
t=0

= −f ′b(a,b).

EXERCISE I.2.28. Use the above techniques to calculate the following left (right)
invariant vector fields on the Heisenberg group:

(I.2.10) Sl(r) = ±∂s, Xl(r) = ±∂x − 1
2y∂s, Yl(r) = ±∂y + 1

2x∂s.

I.2.3.3. Commutator in Lie Algebras. The important operation in a Lie algebra
is a commutator. If the Lie algebra of a matrix group is realised by matrices, e.g. Exer-
cise I.2.24, then the commutator is defined by the expression [A,B] = AB−BA in terms
of the respective matrix operations. If the Lie algebra is realised through left (right) in-
variant first-order differential operators, then the commutator [A,B] = AB−BA again
defines a left (right) invariant first-order operator—an element of the same Lie algebra.

Among the important properties of the commutator are its anti-commutativity
([A,B] = −[B,A]) and the Jacobi identity

(I.2.11) [A, [B,C]] + [B, [C,A]] + [C, [A,B]] = 0.

EXERCISE I.2.29. Check the following commutation relations:
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i. For the Lie algebra (I.2.9) of the ax+ b group

[Al(r),Nl(r)] = Nl(r).

ii. For the Lie algebra (IV.2.11) of Heisenberg group

(I.2.12) [Xl(r), Yl(r)] = Sl(r), [Xl(r),Sl(r)] = [Yl(r),Sl(r)] = 0.

These are the celebrated Heisenberg commutation relations, which are very im-
portant in quantum mechanics.

iii. Denote by A, B and Z the generators of the one-parameter subgroups a(t),
b(t) and z(t) in (I.2.7) and (I.2.8). The commutation relations in the Lie algebra
sl2 are

(I.2.13) [Z,A] = 2B, [Z,B] = −2A, [A,B] = − 1
2Z.

The procedure from Example I.2.27 can also be used to calculate the derived action
of a G-action on a homogeneous space.

EXAMPLE I.2.30. Consider the action of the ax+b group on the real line associated
with group’s name:

(a,b) : x 7→ ax+ b, x ∈ R.

Then, the derived action on the real line is:

[Adf](x) =
d

dt
f(e−tx)

∣∣∣∣
t=0

= −xf ′(x),

[Ndf](a,b) =
d

dt
f(x− t)

∣∣∣∣
t=0

= −f ′(x).

I.2.4. Integration on Groups

In order to perform an integration we need a suitable measure. A measure dµ on X
is called (left) invariant measure with respect to an operation of G on X if

(I.2.14)
∫
X

f(x)dµ(x) =

∫
X

f(g · x)dµ(x), for all g ∈ G, f(x) ∈ C∞
0 (X).

EXERCISE I.2.31. Show that measure y−2dydx on the upper half-plane R2
+ is in-

variant under action from Exercise I.2.16.

Left invariant measures on X = G is called the (left) Haar measure. It always exists
and is uniquely defined up to a scalar multiplier [321, § 0.2]. An equivalent formulation
of (I.2.14) is: G operates on L2(X,dµ) by unitary operators. We will transfer the Haar
measure dµ from G to g via the exponential map exp : g → G and will call it as the
invariant measure on a Lie algebra g.

EXERCISE I.2.32. Check that the following are Haar measures for corresponding
groups:

i. The Lebesgue measure dx on the real line R.
ii. The Lebesgue measure dϕ on the unit circle T.

iii. dx/x is a Haar measure on the multiplicative group R+;
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iv. dxdy/(x2 + y2) is a Haar measure on the multiplicative group C \ {0}, with
coordinates z = x+ iy.

v. a−2 dadb and a−1 dadb are the left and right invariant measure on ax + b
group.

vi. The Lebesgue measure dsdxdy of R3 for the Heisenberg group H1.

In this notes we assume all integrations on groups performed over the Haar measures.

EXERCISE I.2.33. Show that invariant measure on a compact group G is finite and
thus can be normalised to total measure 1.

The above simple result has surprisingly important consequences for representa-
tion theory of compact groups.

DEFINITION I.2.34. The left convolution f1 ∗ f2 of two functions f1(g) and f2(g)
defined on a group G is

f1 ∗ f2(g) =
∫
G

f1(h) f2(h
−1g)dh

EXERCISE I.2.35. Let k(g) ∈ L1(G,dµ) and operator K on L1(G,dµ) is the left con-
volution operator with k, .i.e. K : f 7→ k ∗ f. Show that K commutes with all right shifts
on G.

The following Lemma characterizes linear subspaces of L1(G,dµ) invariant under
shifts in the term of ideals of convolution algebra L1(G,dµ) and is of the separate interest.

LEMMA I.2.36. A closed linear subspace H of L1(G,dµ) is invariant under left (right)
shifts if and only if H is a left (right) ideal of the right group convolution algebra L1(G,dµ).

PROOF. Of course we consider only the “right-invariance and right-convolution”
case. Then the other three cases are analogous. Let H be a closed linear subspace of
L1(G,dµ) invariant under right shifts and k(g) ∈ H. We will show the inclusion

(I.2.15) [f ∗ k]r(h) =
∫
G

f(g)k(hg)dµ(g) ∈ H,

for any f ∈ L1(G,dµ). Indeed, we can treat integral (I.2.15) as a limit of sums

(I.2.16)
N∑
j=1

f(gj)k(hgj)∆j.

But the last sum is simply a linear combination of vectors k(hgj) ∈ H (by the invariance
of H) with coefficients f(gj). Therefore sum (I.2.16) belongs to H and this is true for
integral (I.2.15) by the closeness of H.

Otherwise, let H be a right ideal in the group convolution algebra L1(G,dµ) and
let ϕj(g) ∈ L1(G,dµ) be an approximate unit of the algebra [84, § 13.2], i.e. for any
f ∈ L1(G,dµ) we have

[ϕj ∗ f]r(h) =
∫
G

ϕj(g)f(hg)dµ(g)→ f(h), when j→∞.
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Then for k(g) ∈ H and for any h ′ ∈ G the right convolution

[ϕj ∗ k]r(hh ′) =
∫
G

ϕj(g)k(hh
′g)dµ(g) =

∫
G

ϕj(h
′−1g ′)k(hg ′)dµ(g ′), g ′ = h ′g,

from the first expression is tensing to k(hh ′) and from the second one belongs toH (as a
right ideal). Again the closeness ofH implies k(hh ′) ∈ H that proves the assertion. □





LECTURE I.3

Homogeneous Spaces from the Group SL2(R)

Now we adopt the previous theoretical constructions for the particular case of the
group SL2(R). It is common to present SL2(R) solely as the transformation group
of the Lobachevsky half-plane. We take a wider viewpoint considering SL2(R) as an
abstract group and wish to classify all its realizations as a transformation group of
certain sets. More specifically, we describe all homogeneous spaces SL2(R)/H, where
H is a closed continuous subgroup of SL2(R), see Section I.2.2.2. To begin with, we
start from the two-dimensional subgroup.

I.3.1. The Affine Group and the Real Line

The affine group of the real line, also known as the ax+b group , can be identified
with either subgroup of lower- or upper-triangular matrices of the form:

F =

{
1√
a

(
a 0
c 1

)
,a > 0

}
, F ′ =

{
1√
a

(
a b
0 1

)
,a > 0

}
.

These subgroups are obviously conjugates of each other and we can consider only the
subgroup F here. We are following the construction from Section I.2.2.2 and using its
notations.

Firstly, we address the simpler case of the subgroup F̃ of all lower triangular
matrices in SL2(R), which admits both positive and negative entries on the main diag-
onal. The corresponding homogeneous space X = SL2(R)/F̃ is one-dimensional and
can be parametrised by real numbers. We define the natural projection p as:

p : SL2(R)→ R :

(
a b
c d

)
7→ b

d
, for d ̸= 0,(I.3.1)

since there is the following decomposition:

(I.3.1a)
(
a b
c d

)
=

(
1 b

d

0 1

)(
1
d

0
c d

)
, where

(
1
d

0
c d

)
∈ F̃.

The decomposition shows that each coset in SL2(R)/F̃ either

• contains exactly one upper-triangular matrix of the form
(
1 u
0 1

)
and, thus,

can be parametrised by the real number u; or

• is the coset of matrices
(

a b
−b−1 0

)
which represents ∞.

29
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Then, we define the smooth map s to be a right inverse of p:

(I.3.2) s : R → SL2(R) : u 7→
(
1 u
0 1

)
.

The corresponding map r(g) = s(p(g))−1g is calculated to be:

r : SL2(R)→ F̃ :

(
a b
c d

)
7→
(
d−1 0
c d

)
.(I.3.3)

Consequently, the decomposition g = s(p(g))r(g) is given by (I.3.1a).
Therefore the action of SL2(R) on SL2(R)/F̃ is the Möbius (linear-fractional) trans-

formations of the projective real line Ṙ = R ∪ {∞}:

(I.3.4) g : u 7→ p(g ∗ s(u)) = au+ b

cu+ d
, where g =

(
a b
c d

)
.

EXERCISE I.3.1. i. Check that the derived actions, see Exercise I.2.30, as-
sociated with the one-parameter subgroups a(t), b(t) and z(t) from Exer-
cise I.2.24, are, respectively:

AF = x
d

dx
, BF =

x2 − 1

2

d

dx
, ZF = −(x2 + 1)

d

dx
.

ii. Verify that the above operators satisfy the commutator relations for the Lie
algebra sl2, cf. (II.3.14):

(I.3.5) [ZF,AF] = 2BF, [ZF,BF] = −2AF, [AF,BF] = − 1
2ZF.

In Section I.4.4, we will see the relevance of this action to projective spaces.

EXERCISE I.3.1(a). Formula (I.3.4) uses division by cu + d, how it shall be under-
stood (or modified) if cu+ d = 0?
HINT: A similar issue is addressed in Sec. I.8.1 and can be consistently resolved through the
projective coordinates. Another common approach is to extend arithmetic of real numbers to
the projective real line Ṙ by the following rules involving infinity:

(I.3.5a)
a

0
= ∞,

a∞ = 0,
∞∞ = 1, where a ̸= 0.

As a consequence we also note that a ·∞ + b = a ·∞ for a ̸= 0. But we do not define (and,
actually, will not need) values of 0

0
, 0 ·∞ or ∞ −∞, etc. Check, that formulae (I.3.5a) together

with ordinary arithmetic define in (I.3.4) a bijection Ṙ → Ṙ for g ∈ SL2(R).⋄

To describe the homogeneous space SL2(R)/F and SL2(R)-action on it, we rewrite
the identity (I.3.1a) for d ̸= 0 as:

(I.3.5b)
(
a b
c d

)
=

(
1 b

d

0 1

)(
χ(d) 0
0 χ(d)

)( 1
|d|

0

χ(d)c |d|

)
,

where χ is the Heaviside function (I.1.10). The last matrix in the right-hand side
of (I.3.5b) belongs to F and is uniquely defined by this identity. Thus, cosets represent-
ing matrices with d ̸= 0 are parametrised by R × {−1,+1}. The respective realisations
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of maps from Section I.2.2.2 are:

p : SL2(R)→ R × {−1,+1} :

(
a b
c d

)
7→
(
b

d
,χ(d)

)
,(I.3.5c)

s : R × {−1,+1}→ SL2(R) : (u,σ) 7→
(
σ σu
0 σ

)
,(I.3.5d)

r : SL2(R)→ F :

(
a b
c d

)
7→
( 1

|d|
0

χ(d)c |d|

)
.(I.3.5e)

EXERCISE I.3.1(b). Extend the above maps (I.3.5c)–(I.3.5e) for the matrices with
d = 0.
HINT: Note, that all matrices

(
a b

−b−1 0

)
∈ SL2(R) belong to two different cosets in SL2(R)/F

depending from the value of χ(b). These cosets can be denoted by (∞,+1) and (∞,−1).⋄

Thus, the homogeneous space SL2(R)/F can be identified with the double cover of
the projective real line. SL2(R)-action on SL2(R)/F in terms of the above maps (I.3.5c)–
(I.3.5e) is:

(I.3.5f) g : (u,σ) 7→ p(g ∗ s(u,σ)) =
(
au+ b

cu+ d
, χ(cu+ d)σ

)
, where g =

(
a b
c d

)
.

EXERCISE I.3.1(c). Extend the arithmetic rules (I.3.5a) and the Heaviside function
in (I.3.5f) for the exceptional cases of either u = ∞ or cu+ d = 0 to produce a bijection
SL2(R)/F→ SL2(R)/F.

Here is some properties of the Möbius transformations of the real line:

EXERCISE I.3.1(d). i. For a non-constant Möbius transformation, there may
exist only two, one or none fixed point(s) on the real line.

ii. Let x1, x2, x3 be arbitrary pairwise distinct points of Ṙ with x2 being between
x1 and x3. Then there is the unique element in SL2(R) such that the associ-
ated Möbius transformation maps 0, 1, ∞ to x1, x2, x3 respectively. Therefore,
SL2(R) acts simply transitively on ordered triples of pair-wise distinct ele-

ments of Ṙ. HINT: Check that the matrix

(
x3
x2−x1
x3−x2

x1
x2−x1
x3−x2

1

)
provides the required

map and normalize its determinant.⋄

I.3.2. One-dimensional Subgroups of SL2(R)

Any element X of the Lie algebra sl2 defines a one-parameter continuous subgroup
gX(t) = etX, t ∈ R of SL2(R). Two such subgroups gX(t) and gY(t) with X = aY for
a non-zero a ∈ R coincide as sets and we can easily re-parameterise them: gY(t) =
gX(at). Therefore we will not distinguish such subgroups in the following.

We already listed four one-parameter continuous subgroups in Exercise I.2.23.iii
and can provide further examples, e.g. the subgroup of lower-triangular matrices.
However, there are only three different types of subgroups under the matrix similarity
A 7→MAM−1.
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PROPOSITION I.3.2. Any continuous one-parameter subgroup of SL2(R) is conjugate to
one of the following subgroups:

A =

{(
e−t/2 0
0 et/2

)
= exp

(
−t/2 0
0 t/2

)
, t ∈ R

}
,(I.3.6)

N =

{(
1 t
0 1

)
= exp

(
0 t
0 0

)
, t ∈ R

}
,(I.3.7)

K =

{(
cos t sin t
− sin t cos t

)
= exp

(
0 t
−t 0

)
, t ∈ (−π,π]

}
.(I.3.8)

PROOF. Any one-parameter subgroup is obtained through the exponential map,
see Section I.2.3,

(I.3.9) etX =

∞∑
n=0

tn

n!
Xn

of an element X of the Lie algebra sl2 of SL2(R). Such an X is a 2× 2 matrix with zero
trace. The behaviour of the Taylor expansion (I.3.9) depends on the properties of the
powers Xn. This can be classified by a straightforward calculation:

LEMMA I.3.3. The square X2 of a traceless matrix X =

(
a b
c −a

)
is the identity matrix

times a2+bc = −detX. The factor can be negative, zero or positive, which corresponds to the
three different types of the Taylor expansion (I.3.9) of etX.

It is a simple exercise in characteristic polynomials to see that, through the matrix
similarity, we can obtain from X a generator

• of the subgroup K if (− detX) < 0,
• of the subgroup N if (− detX) = 0,
• of the subgroup A if (− detX) > 0.

The determinant is invariant under the similarity. Thus, these cases are distinct. □

EXERCISE I.3.4. Find matrix conjugations of the following two subgroups toA and
N respectively:

A′ =

{(
cosh t sinh t
sinh t cosh t

)
= exp

(
0 t
t 0

)
, t ∈ R

}
,(I.3.10)

N ′ =

{(
1 0
t 1

)
= exp

(
0 0
t 0

)
, t ∈ R

}
.(I.3.11)

EXERCISE I.3.4(a). i. Determine which g ∈ SL2(R) belongs to a one-partial-
rightarrowmeter subgroup, that is find the range of the exponential map X 7→
eX, where X ∈ sl2 and eX ∈ SL2(R). HINT: The image excludes matrices with real,
negative eigenvalues, other than −I [125, Ex. 3.22].⋄

ii. Show that g = eX ∈ SL2(R) belongs to a subgroup conjugated to A, N or K
if and only if |tr(g)| is bigger, equal or less than 2 respectively. HINT: Use the
invariance of trace under matrix conjugation and the values of trace for matrices in A,
N and K.⋄
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iii. Let a Möbius transformation of the real line has two, one or none fixed points
as described in Exercise I.3.1.(d)i, then it is generated by a matrix which is
conjugated to an element of the subgroups A, N and K respectively. Why we
do not mention either the matrix belongs to the image of exponential map in
this part?

We will often use subgroups A′ and N ′ as representatives of the corresponding
equivalence classes under matrix conjugation.

An interesting property of the subgroups A, N and K is their appearance in the
Iwasawa decomposition [240, § III.1] of SL2(R) = ANK in the following sense. Any
element of SL2(R) can be represented as the product:

(I.3.12)
(
a b
c d

)
=

(
α 0
0 α−1

)(
1 ν
0 1

)(
cosϕ − sinϕ
sinϕ cosϕ

)
.

EXERCISE I.3.5. Check that the values of parameters in the above decomposition
are as follows:

α = (c2 + d2)−1/2, ν = ac+ bd, ϕ = arctan
c

d
.

Consequently, cosϕ = d√
c2+d2

and sinϕ = −c√
c2+d2

.

The Iwasawa decomposition shows once more that SL2(R) is a three-dimensional
manifold. A similar decompositionG = ANK is possible for any semisimple Lie group
G, where K is the maximal compact group, N is nilpotent and A normalises N. Al-
though the Iwasawa decomposition will be used here on several occasions, it does not
play a crucial role in the present consideration. Instead, Proposition I.3.2 will be the
cornerstone of our construction.

I.3.3. Two-dimensional Homogeneous Spaces

Here, we calculate the action of SL2(R) (I.2.3) (see Section I.2.2.2) onX = SL2(R)/H
for all three possible one-dimensional subgroups H = A′, N ′ or K. Counting di-
mensions (3 − 1 = 2) suggests that the corresponding homogeneous spaces are two-
dimensional manifolds. In fact, we identify X in each case with a subset of R2 as fol-
lows. First, for every equivalence class of SL2(R)/H we chose a representative, which
is an upper-triangular matrix.

EXERCISE I.3.6. Show that
i. For any matrix g ∈ SL2(R) and for each value σ = −1, 0, 1 there is a factor-

isation g = gu

(
d σc
c d

)
for some upper-triangular 2× 2 matrix gu. HINT: See

(I.3.14), (I.3.17) and (I.3.20).⋄
ii. There is at most one upper-triangular matrix in every equivalence class SL2(R)/H,

where H = A′, N ′ or K, where, in the last case, uniqueness is up to the con-
stant factor ±1. For the subgroup A′, there may be not such upper triangular
matrix.
HINT: The identity matrix is the only upper-triangular matrix in these three sub-
groups, where, again, the uniqueness for the subgroupK is understood up to the scalar
factor ±1.⋄
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The existence of such a triangular matrix will be demonstrated in each case sep-
arately. Now, we define the projection p : SL2(R) → X, assigning p(g) = (a1b1,a

2
1),

where
(
a1 b1
0 a−1

1

)
is the upper-triangular matrix1 representing the equivalence class

of g. We also choose [170, p. 108] the map s : X→ G in the form:

(I.3.13) s : (u, v) 7→ 1√
v

(
v u
0 1

)
, (u, v) ∈ R2, v > 0.

This formula will be used for all three possible subgroups H.

I.3.3.1. From the Subgroup K. The homogeneous space SL2(R)/K is the most tra-
ditional case in representation theory. The maps p and s defined above produce the
following decomposition g = s(p(g))r(g):

(I.3.14)
(
a b
c d

)
=

1

d2 + c2

(
1 bd+ ac
0 c2 + d2

)(
d −c
c d

)
.

Then, the SL2(R)-action defined by the formula g ·x = p(g∗s(x)) (I.2.3) takes the form:

(I.3.15)
(
a b
c d

)
: (u, v) 7→

(
(au+ b)(cu+ d) + cav2

(cu+ d)2 + (cv)2
,

v

(cu+ d)2 + (cv)2

)
.

Í
EXERCISE I.3.7. Use CAS to check the above formula, as well as analogous formu-

lae (I.3.18) and (I.3.21) below. See Appendix C.3 for CAS usage.

Obviously, it preserves the upper half-plane v > 0. The expression (I.3.15) is very
cumbersome and it can be simplified by the complex imaginary unit i2 = −1, which
reduces (I.3.15) to the Möbius transformation

(I.3.16)
(
a b
c d

)
: w 7→ aw+ b

cw+ d
, where w = u+ iv.

We need to assign a meaning to the case cw + d = 0 and this can be done by the
addition of an infinite point ∞ to the set of complex numbers—see, for example, [26,
Definition 13.1.3] for details.

In this case, complex numbers appeared naturally.

I.3.3.2. From the Subgroup N ′. We consider the subgroup of lower-triangular
matrices N ′ (I.3.11). For this subgroup, the representative of cosets among the upper-
triangular matrices will be different. Therefore, we receive an apparently different
decomposition g = s(p(g))r(g), cf. (I.3.14)

(I.3.17)
(
a b
c d

)
=

1

d2

(
1 bd
0 d2

)(
d 0
c d

)
, where d ̸= 0.

We postpone the treatment of the exceptional case d = 0 until Section I.8.1. The
SL2(R)-action (I.2.3) now takes the form:

(I.3.18)
(
a b
c d

)
: (u, v) 7→

(
au+ b

cu+ d
,

v

(cu+ d)2

)
.

1For the subgroupA ′ this will be refined in the subsection I.3.3.3.
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This map preserves the upper half-plane v > 0 just like the case of the subgroup K.
The expression (I.3.18) is simpler than (I.3.15), yet we can again rewrite it as a linear-
fractional transformation with the help of the dual numbers unit ε2 = 0:

(I.3.19)
(
a b
c d

)
: w 7→ aw+ b

cw+ d
, where w = u+ εv.

We briefly review the algebra of dual numbers in Appendix B.1. Since they have zero
divisors, the fraction is not properly defined for all cu + d = 0. The proper treatment
will be considered in Section I.8.1 since it is not as simple as in the case of complex
numbers.

I.3.3.3. From the Subgroup A′. In the last case of the subgroup A′, we still can
obtain the decomposition

(I.3.20)
(
a b
c d

)
=

1

d2 − c2

(
1 bd− ac
0 d2 − c2

)(
d c
c d

)
, where d ̸= ±c.

However, the new aspect is here that (I.3.20) presents the decomposition g = s(p(g))r(g)

if and only if d2 − c2 > 0. Otherwise the matrix
(
d c
c d

)
is not in A′. If d2 − c2 < 0 we

use the decomposition

(I.3.20a)
(
a b
c d

)
=

1

c2 − d2

(
ac− bd −1
c2 − d2 0

)(
c d
d c

)
, where d ̸= ±c.

The modified maps p(g) : G→ G/H is:

(I.3.20b) p(g) =


(a1b1,a

2
1), if g ∼

(
a1 b1
0 a−1

1

)
;

(a1b1,−a
2
1), if g ∼

(
b1 −a1
a−1
1 0

)
.

The respective modification of the map s : G/H→ G is:

(I.3.20c) s(u, v) =


1√
v

(
v u
0 1

)
, if v > 0;

1√
−v

(
u v
1 0

)
, if v < 0.

The geometrical meaning of this modification is that the homogeneous spaces G/K
andG/N are parametrised by points of the upper half-plane, whileG/A′ shall be para-
metrised by the union of the upper and lower half-planes. We will further discuss
this difference Section I.8.2. The exceptional situation d = ±c will be treated in Sec-
tion I.8.1.

The SL2(R)-action (I.2.3) takes the form

(I.3.21)
(
a b
c d

)
: (u, v) 7→

(
(au+ b)(cu+ d) − cav2

(cu+ d)2 − (cv)2
,

v

(cu+ d)2 − (cv)2

)
.

Notably, this time the map does not preserve the upper half-plane v > 0: the sign of
(cu + d)2 − (cv)2 is not determined. To express this map as a Möbius transformation,

http://en.wikipedia.org/wiki/Dual_number
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we require the double numbers (also known as split-complex numbers) unit j2 = 1:(
a b
c d

)
: w 7→ aw+ b

cw+ d
, where w = u+ jv.

The algebra of double numbers is briefly introduced in Appendix B.1.

I.3.3.4. Unifying All Three Cases. There is an obvious similarity in the formulae
obtained in each of the above cases. To present them in a unified way, we introduce
the parameter σwhich is equal to −1, 0 or 1 for the subgroups K,N ′ orA′, respectively.
Then, decompositions (I.3.14), (I.3.17) and (I.3.20) are

(I.3.22)
(
a b
c d

)
=

1

d2 − σc2

(
1 bd− σac
0 d2 − σc2

)(
d σc
c d

)
, where d2 − σc2 ̸= 0.

The respective SL2(R)-actions on the homogeneous space SL2(R)/H, where H = A′,
N ′ or K, are given by

(I.3.23)
(
a b
c d

)
: (u, v) 7→

(
(au+ b)(cu+ d) − σcav2

(cu+ d)2 − σ(cv)2
,

v

(cu+ d)2 − σ(cv)2

)
.

Finally, this action becomes the linear-fractional (Möbius) transformation for hyper-
complex numbers in two-dimensional commutative associative algebra (see Appendix B.1)
spanned by 1 and ι:

(I.3.24)
(
a b
c d

)
: w 7→ aw+ b

cw+ d
, where w = u+ ιv, ι2 = σ.

Thus, a comprehensive study of SL2(R)-homogeneous spaces naturally introduces
three number systems. Obviously, only one case (complex numbers) belongs to main-
stream mathematics. We start to discover empty cells in our periodic table.

REMARK I.3.8. As we can now see, the dual and double numbers naturally appear
in relation to the group SL2(R) and, thus, their introduction in [185, 190] was not “a
purely generalistic attempt”, cf. the remark on quaternions of [288, p. 4].

REMARK I.3.9. A different choice of the map s : G/H → G will produce different
(but isomorphic) geometric models. In this way, we will obtain three types of “unit
disks” in Chapter I.10.

I.3.4. Elliptic, Parabolic and Hyperbolic Cases

As we have seen in the previous section, there is no need to be restricted to the
traditional route of complex numbers only. The arithmetic of dual and double numbers
is different from complex numbers mainly in the following aspects:

i. They have zero divisors. However, we are still able to define their transforms
by (I.3.24) in most cases. The proper treatment of zero divisors will be done
through corresponding compactification—see Section I.8.1.

ii. They are not algebraically closed. However, this property of complex num-
bers is not used very often in analysis.

http://en.wikipedia.org/wiki/Split-complex_number
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We have agreed in Section I.1.1 that three possible values −1, 0 and 1 of σ := ι2 will
be referred to here as elliptic, parabolic and hyperbolic cases, respectively. This separation
into three cases will be referred to as the EPH classification. Unfortunately, there is a
clash here with the already established label for the Lobachevsky geometry. It is often
called hyperbolic geometry because it can be realised as a Riemann geometry on a
two-sheet hyperboloid. However, within our framework, the Lobachevsky geometry
should be called elliptic and it will have a true hyperbolic counterpart.

NOTATION I.3.10. We denote the space R2 of vectors u + vι by C, D or O to high-
light which number system (complex, dual or double, respectively) is used. The nota-
tion A is used for a generic case. The use of E, P, H or e, p, h (for example, in labelling
the different sections of an exercise) corresponds to the elliptic, parabolic, hyperbolic
cases.

REMARK I.3.11. In introducing the parabolic objects on a common ground with
elliptic and hyperbolic ones, we should warn against some common prejudices sug-
gested by the diagram (I.1.2):

i. The parabolic case is unimportant (has “zero measure”) in comparison to the
elliptic and hyperbolic cases. As we shall see (e.g. Remark I.10.8 and I.7.12.ii),
the parabolic case presents some richer geometrical features.

ii. The parabolic case is a limiting situation or an intermediate position between
the elliptic and hyperbolic cases. All properties of the former can be guessed
or obtained as a limit or an average from the latter two. In particular, this
point of view is implicitly supposed in [241].

Although there are some confirmations of this (e.g. Fig. I.10.3(E)–(H)),
we shall see (e.g. Remark I.7.21) that some properties of the parabolic case
cannot be guessed in a straightforward manner from a combination of elliptic
and hyperbolic cases.

iii. All three EPH cases are even less disjoint than is usually thought. For ex-
ample, there are meaningful notions of the centre of a parabola (I.4.3) or the
focus of a circle (I.5.2).

iv. A (co-)invariant geometry is believed to be “coordinate-free”, which some-
times is pushed to an absolute mantra. However, our study within the Er-
langen programme framework reveals two useful notions (Definition I.4.3
and (I.5.2)), mentioned above, which are defined by coordinate expressions
and look very “non-invariant” at first glance.

I.3.5. Orbits of the Subgroup Actions

We start our investigation of the Möbius transformations (I.3.24)(
a b
c d

)
: w 7→ aw+ b

cw+ d

on the hypercomplex numbers w = u + ιv from a description of orbits produced by
the subgroups A, N and K. Due to the Iwasawa decomposition (I.3.12), any Möbius
transformation can be represented as a superposition of these three actions.
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The actions of subgroups A and N for any kind of hypercomplex numbers on
the plane are the same as on the real line: A dilates and N shifts—see Fig. I.1.1 for
illustrations. Thin traversal lines in Fig. I.1.1 join points of orbits obtained from the
vertical axis by the same values of t and grey arrows represent “local velocities”—
vector fields of derived representations.

EXERCISE I.3.12. Check that:

i. The matrix
(
e−t 0
0 et

)
= exp

(
−t 0
0 t

)
from A makes a dilation by e−2t, i.e.

z 7→ e−2tz. The respective derived action, see Example I.2.30, is twice the
Euler operator u∂u + v∂v.

ii. The matrix
(
1 t
0 1

)
= exp

(
0 t
0 0

)
from N shifts points horizontally by t, i.e.

z 7→ z+ t = (u+ t) + ιv. The respective derived action is ∂u.
iii. The subgroup of SL2(R) generated by A and N is isomorphic to the ax + b

group, which acts transitively on the upper half-plane.

HINT: Note that the matrix
(√

a b/
√
a

0 1/
√
a

)
=

(
1 b

0 1

)(√
a 0
0 1/

√
a

)
maps ι to aι+b

and use Exercise I.2.17.ii.⋄

By contrast, the action of the third matrix from the subgroup K sharply depends
on σ = ι2, as illustrated by Fig. I.1.2. In elliptic, parabolic and hyperbolic cases, K-
orbits are circles, parabolas and (equilateral) hyperbolas, respectively. The meaning of
traversal lines and vector fields is the same as on the previous figure.

EXERCISE I.3.13. The following properties characterise K-orbits:
i. The derived action of the subgroup K is given by:Í

(I.3.25) Kdσ(u, v) = (1+ u2 + σv2)∂u + 2uv∂v, σ = ι2.

HINT: Use the explicit formula for Möbius transformation of the components (I.3.23).
An alternative with CAS is provided as well, see Appendix C.3 for usage.⋄

ii. A K-orbit in Apassing the point (0, s) has the following equation:

(I.3.26) (u2 − σv2) − 2v
s−1 − σs

2
+ 1 = 0.

HINT: Note that the equation (I.3.26) defines contour lines of the function F(u, v) =

(u2 − σv2 + 1)/v, that is, solve the equations F(u, v) = const. Then, apply the oper-
ator (I.3.25) to obtain KdσF = 0.⋄

iii. The curvature of a K-orbit at point (0, s) is equal to

(I.3.27) κ =
2s

1+ σs2
.

iv. The transverse line obtained from the vertical axis has the equations:Í
(I.3.28) (u2 − σv2) + 2 cot(2ϕ)u− 1 = 0, for g =

(
cosϕ sinϕ
− sinϕ cosϕ

)
∈ K.

HINT: A direct calculation for a point (0, s) in the formula (I.3.23) is possible but de-
manding. A computer symbolic calculation is provided as well.⋄
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Much more efficient proofs will be given later (see Exercise I.4.16.ii), when suit-
able tools will be at our disposal. It will also explain why K-orbits, which are circles,
parabolas and hyperbolas, are defined by the same equation (I.3.26). Meanwhile, these
formulae allow us to produce geometric characterisation of K-orbits in terms of clas-
sical notions of conic sections, cf. Appendix B.2.

EXERCISE I.3.14. Check the following properties of K-orbits (I.3.26):
(e) For the elliptic case, the orbits of K are circles. A circle with centre at (0, (s +

s−1)/2) passing through two points (0, s) and (0, s−1).

(p) For the parabolic case, the orbits of K are parabolas with the vertical axis V .
A parabola passing through (0, s) has horizontal directrix passing through
(0, s− 1/(4s)) and focus at (0, s+ 1/(4s)).

(h) For the hyperbolic case, the orbits of K are hyperbolas with asymptotes paral-
lel to lines u = ±v. A hyperbola passing the point (0, s) has the second branch
passing (0,−s−1) and asymptotes crossing at the point (0, (s − s−1)/2). Foci
of this hyperbola are:

f1,2 =
(
0, 1

2

(
(1±

√
2)s− (1∓

√
2)s−1

))
.

The amount of similarities between orbits in the three EPH cases suggests that they
should be unified one way or another. We start such attempts in the next section.

I.3.6. Unifying EPH Cases: The First Attempt

It is well known that any K-orbit above is a conic section and an interesting obser-
vation is that corresponding K-orbits are, in fact, sections of the same two-sided right-
angle cone. More precisely, we define the family of double-sided right-angle cones to
be parameterized by s > 0:

(I.3.29) x2 + (y− 1
2 (s+ s

−1))2 − (z− 1
2 (s− s

−1))2 = 0.

Therefore, vertices of cones belong to the hyperbola {x = 0,y2 − z2 = 1}—see Fig. I.1.3.

EXERCISE I.3.15. Derive equations for the K-orbits described in Exercise I.3.14 by
calculation of intersection of a cone (I.3.29) with the following planes:

(e) Elliptic K-orbits are sections of cones (I.3.29) by the plane z = 0 (EE ′ on
Fig. I.1.3).

(p) ParabolicK-orbits are sections of (I.3.29) by the plane y = ±z (PP ′ on Fig. I.1.3).
(h) HyperbolicK-orbits are sections of (I.3.29) by the plane y = 0 (HH ′ on Fig. I.1.3);

Moreover, each straight line generating the cone, see Fig. I.1.3(b), is crossing cor-
responding EPH K-orbits at points with the same value of parameter ϕ from (I.3.12).
In other words, all three types of orbits are generated by the rotations of this generator
along the cone. Í

EXERCISE I.3.16. Verify that the rotation of a cone’s generator corresponds to the
Möbius transformations in three planes.
HINT: I do not know a smart way to check this, so a CAS solution is provided.⋄
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From the above algebraic and geometric descriptions of the orbits we can make
several observations.

REMARK I.3.17. i. The values of all three vector fields dKe, dKp and dKh
coincide on the “real” U-axis (v = 0), i.e. they are three different extensions
into the domain of the same boundary condition. Another origin of this: the
axis U is the intersection of planes EE ′, PP ′ and HH ′ on Fig. I.1.3.

ii. The hyperbola passing through the point (0, 1) has the shortest focal length√
2 among all other hyperbolic orbits since it is the section of the cone x2 +

(y− 1)2 + z2 = 0 closest from the family to the plane HH ′.
iii. Two hyperbolas passing through (0, v) and (0, v−1) have the same focal length

since they are sections of two cones with the same distance fromHH ′. Moreover,
two such hyperbolas in the lower and upper half-planes passing the points
(0, v) and (0,−v−1) are sections of the same double-sided cone. They are re-
lated to each other as explained in Remark I.8.4.

We make a generalisation to all EPH cases of the following notion, which is well
known for circles [71, § 2.3] and parabolas [339, § 10]:

DEFINITION I.3.18. A power p of a point (u, v) with respect to a conic section given
by the equation x2 − σy2 − 2lx− 2ny+ c = 0 is defined by the identity

(I.3.30) p = u2 − σv2 − 2lu− 2nv+ c.

EXERCISE I.3.19. Check the following properties:
i. A conic section is the collection of points having zero power with respect to

the section.
ii. The collection of points having the same power with respect to two given

conic sections of the above type is either empty or the straight line. This line
is called radical axis of the two sections.

iii. All K-orbits are coaxial [71, § 2.3] with the real line being their joint radical
axis, that is, for a given point on the real line, its power with respect to any
K-orbit is the same.

iv. All transverse lines (I.3.28) are coaxial, with the vertical line u = 0 being the
respective radial axis.

In the case of circles the power of a point is known as Steiner power.

I.3.7. Isotropy Subgroups

In Section I.2.2 we described the two-sided connection between homogeneous
spaces and subgroups. Section I.3.3 uses it in one direction: from subgroups to ho-
mogeneous spaces. The following exercise does it in the opposite way: from the group
action on a homogeneous space to the corresponding subgroup, which fixes the certain
point.

EXERCISE I.3.20. Let SL2(R) act by Möbius transformations (I.3.24) on the three
number systems. Show that the isotropy subgroups of the point ι are:
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1
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FIGURE I.3.1. Actions of isotropy subgroups K, N ′ and A′, which fix
point ι in three EPH cases.

(e) The subgroup K in the elliptic case. Thus, the elliptic upper half-plane is a
model for the homogeneous space SL2(R)/K.

(p) The subgroup N ′ (I.3.11) of matrices

(I.3.31)
(
1 0
ν 1

)
=

(
0 −1
1 0

)(
1 ν
0 1

)(
0 1
−1 0

)
in the parabolic case. It also fixes any point εv on the vertical axis, which
is the set of zero divisors in dual numbers. The subgroup N ′ is conjugate to
subgroupN, thus the parabolic upper half-plane is a model for the homogeneous
space SL2(R)/N.

(h) The subgroup A′ (I.3.10) of matrices

(I.3.32)
(
cosh τ sinh τ
sinh τ cosh τ

)
=

1

2

(
1 −1
1 1

)(
eτ 0
0 e−τ

)(
1 1
−1 1

)
in the hyperbolic case. These transformations also fix the light cone centred
at j, that is, consisting of j+zero divisors. The subgroupA′ is conjugate to the
subgroup A, thus two copies of the upper half-plane (see Section I.8.2) are a
model for SL2(R)/A.

Figure I.3.1 shows actions of the above isotropic subgroups on the respective num-
bers, we call them rotations around ι. Note, that in parabolic and hyperbolic cases they
fix larger sets connected with zero divisors.

It is inspiring to compare the action of subgroups K, N ′ and A′ on three number
systems, this is presented on Fig. I.3.2. Some features are preserved if we move from
top to bottom along the same column, that is, keep the subgroup and change the metric
of the space. We also note the same system of a gradual transition if we compare
pictures from left to right along a particular row. Note, that Fig. I.3.1 extracts diagonal
images from Fig. I.3.2, this puts three images from Fig. I.3.1 into a context, which is not
obvious from Fig. I.3.2. Even greater similarity in the respective analytic expressions
is presented by the next exercise.
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FIGURE I.3.2. Actions of the subgroups K, N ′, A′ are shown in the
first, middle and last columns respectively. The elliptic, parabolic and
hyperbolic spaces are presented in the first, middle and last rows re-
spectively. The diagonal drawings comprise Fig. I.3.1 and the first
column Fig. I.1.2.

EXERCISE I.3.21. Using the parameter τ = −1, 0, 1 for the subgroups K, N ′ and A′

respectively, check the following properties of the actions of the subgroups K, N ′ and
A′:

i. Vector fields of the respective actions areÍ
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(u2 + σv2 − τ)∂u + 2uv∂v,

where σ = ι2 represent the metric of the space .
ii. Orbits of the isotropy subgroups A′, N ′ and K satisfy the equation

(I.3.33) (u2 − σv2) − 2nv− τ = 0, where n ∈ R.

HINT: See method used in Exercise I.3.13.ii. An alternative derivation will be available
in Exercise I.5.24.⋄

iii. The isotropy subgroups of ι in all EPH cases are uniformly expressed by
matrices of the form

(I.3.33a)
(
a σb
b a

)
, where a2 − σb2 = 1.

iv. The isotropy subgroup of a point u+ ιv consists of matrices(√
1+ σv2c2 + uc c(σv2 − u2)

c
√
1+ σv2c2 − uc

)
∈ SL2(R)

and describe admissible values of the parameter c.
HINT: Use the previous item and the transitive action of the ax+b from Exercise I.3.12.iii.⋄

v. The transverse lines on Fig. I.3.2 in all nine cases are, cf. (I.3.33):

(I.3.34) (u2 − σv2) − lu+ τ = 0, where l ∈ R.

DEFINITION I.3.22. In the hyperbolic case, we extend the subgroup A′ to a sub-

group A ′′ by the element
(

0 1
−1 0

)
.

This additional elements flips the upper and lower half-planes of double numbers—
see Section I.8.2. Therefore, the subgroup A ′′

h fixes the set {ι,−ι}.

LEMMA I.3.23. Möbius action of SL2(R) in each EPH case is generated by action of the
corresponding isotropy subgroup (A ′′

h in the hyperbolic case) and actions of the ax + b group,
e.g. subgroups A and N.

PROOF. The ax+b group acts transitively on the upper or lower half-planes. Thus,
for any g ∈ SL2(R), there is an h in the ax + b group such that h−1g either fixes ι or
sends it to −ι. Thus, h−1g is in the corresponding isotropy subgroup. □

I.3.7.1. Trigonometric Functions. The actions of isotropy subgroups can be viewed
as “rotations around ι”. In the Euclidean geometry rotations are transformations pre-
serving angles. Thus, we can use isotropy subgroups to define angles in all EPH geo-
metries as certain invariants of Möbius transformations.

DEFINITION I.3.24. The σ-tangent (denoted tanσ) between two vectors P = (u, v)
and P ′ = (u ′, v ′) in A2 is defined by:

(I.3.35) tanσ(P,P
′) =

uv ′ − u ′v
uu ′ − σvv ′

.
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Then, the respective σ-cosine and σ-sine functions are connected to σ-tangent by:

cos2σ(P,P
′) =

1

1− σ tan2σ(P,P
′)

=
(uu ′ − σvv ′)2

(uu ′ − σvv ′)2 − σ(uv ′ − vu ′)2
=

(uu ′ − σvv ′)2

(u2 − σv2)(u ′2 − σv ′2)
,(I.3.36)

sin2σ(P,P
′) =

tan2σ(P,P
′)

1− σ tan2σ(P,P
′)

=
(uv ′ − vu ′)2

(uu ′ − σvv ′)2 − σ(uv ′ − vu ′)2
=

(uv ′ − vu ′)2

(u2 − σv2)(u ′2 − σv ′2)
.(I.3.37)

As a consequence we have the following EPH form of the Pythagoras identity, cf.
the identity at (I.3.33a):

(I.3.38) cos2σ(P,P
′) − σ sin2σ(P,P

′) = 1.Í
EXERCISE I.3.25. Let P and P ′ be two vectors tangent to A2 at ι. Denote by P̃ and P̃ ′

images of P and P ′ under the action of the matrix
(
a σb
b a

)
from the corresponding

isotropy subgroup, see (I.3.33a). Then:
i. The angle between a vector and its image is independent from the vector:

tanσ(P, P̃) =
2ab

a2 + σb2
.

ii. The angle between vectors is preserved by the transformation: tanσ(P,P ′) =
tanσ(P̃, P̃

′). Since cosine and sine are functions of the tangent they are pre-
served as well

EXERCISE I.3.26. Show that the angle between any two tangent vectors at any
point of A2 is preserved by an arbitrary Möbius transformation from SL2(R). HINT:
Use a combination of Lem. I.3.23 and Exercise I.3.25.ii.⋄

We continue to use the standard notation tan and tanh for the respective elliptic
tane and hyperbolic tanh functions, similarly for sines and cosines.



LECTURE I.4

The Extended Fillmore–Springer–Cnops Construction

Cycles—circles, parabolas and hyperbolas—are invariant families under their re-
spective Möbius transformations. We will now proceed with a study of the invariant
properties of cycles according to the Erlangen programme. A crucial step is to treat
cycles not as subsets of Rn but rather as points of some projective space of higher di-
mensionality, see [33, Ch. 3; 59; 276]. It is common in algebra to represent quadratic
forms by square matrices, thus circles and their Möbius transformations are naturally
described by 2 × 2 matrices, see [300, Ch. 1; 306, Ch. 9]. Yet one important compon-
ent is still missing in those works: the invariant cycle product. This enhancement was
independently introduced by several researchers in hypercomplex context [65, 100],
see also [163]. This chapter introduces a further extension: the signature of the cycle
project can vary even for the same type of point space.

I.4.1. Invariance of Cycles

K-orbits, shown in Fig. I.1.2, are K-invariant in a trivial way. Moreover, since ac-
tions of both A and N for any σ are extremely ‘shape-preserving’, see Exercise I.3.12,
we meet natural invariant objects of the Möbius map:

DEFINITION I.4.1. The common name cycle [339] is used to denote circles, para-
bolas with horizontal directrices and equilateral hyperbolas with vertical axes of sym-
metry (as well as straight lines as the limiting cases of any from above) in the respective
EPH case.

It is known, from analytic geometry, that a cycle is defined by the equation

(I.4.1) k(u2 − σv2) − 2lu− 2nv+m = 0,

where σ = ι2 and k, l, n, m are real parameters, such that not all of them are equal
to zero. Using hypercomplex numbers, we can write the same equation as, cf. [339,
Suppl. C(42a)],

(I.4.2) Kww̄− Lw+ L̄w̄+M = 0,

wherew = u+ ιv, K = ιk, L = n+ ιl,M = ιm and conjugation is defined by w̄ = u− ιv.

EXERCISE I.4.2. Check that such cycles result in straight lines for certain k, l, n, m
and, depending from the case, one of the following:

(e) In the elliptic case: circles with centre
(
l
k
, n
k

)
and squared radius (l2 + n2 −

mk)/k2.
(p) In the parabolic case: parabolas with horizontal directrices and focus at

(
l
k
, m2n − l2

2nk + n
2k

)
.

45
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(h) In the hyperbolic case: rectangular hyperbolas with centre
(
l
k
,−n

k

)
and ver-

tical axes of symmetry.
Hereafter, the words parabola and hyperbola always assume only the above described
types. Straight lines are also called flat cycles.

All three EPH types of cycles enjoy many common properties, sometimes even
beyond those which we normally expect. For example, the following definition is
quite intelligible even when extended from the above elliptic and hyperbolic cases to
the parabolic one:

DEFINITION I.4.3. σ̊-Centre of the σ-cycle (I.15.3) for any EPH case is the point(
l
k
,−σ̊n

k

)
∈ A. Notions of e-centre, p-centre, h-centre are used according the adopted

EPH notations.
Centres of straight lines are at infinity, see Subsection I.8.1.

REMARK I.4.4. Here, we use a signature σ̊ = −1, 0 or 1 of a number system which
does not coincide with the signature σ of the space A. We will also need a third signa-
ture σ̆ to describe the geometry of cycles in Definition I.4.11.

EXERCISE I.4.5. Note that some quadruples (k, l,n,m) may correspond through
the Equation (I.15.3) to the empty set on a certain point space A. Give the full de-
scription of parameters (k, l,n,m) and σ which leads to the empty set. HINT: Use the
coordinates of the cycle’s centre and completion to full squares to show that the empty set may
appear only in the elliptic point space. Such circles are usually called imaginary.⋄

The usefulness of Defn. I.4.3, even in the parabolic case, will be justified, for ex-
ample, by

• the uniformity of the description of relations between the centres of ortho-
gonal cycles, see the next subsection and Fig. I.6.3,
• the appearance of concentric parabolas in Fig. I.10.3(Pe :N and Ph :N).

Here is one more example of the natural appearance of concentric parabolas:

EXERCISE I.4.6. Show that, in all EPH cases, the locus of points having a fixed
power with respect to a given cycle C is a cycle concentric with C.

This property is classical for circles [71, § 2.3] and is also known for parabolas [339,
§ 10]. However, for parabolas, Yaglom used the word ‘concentric’ in quotes, since he
did not define the centres of a parabola explicitly.

The family of all cycles from Definition I.4.1 is invariant under Möbius transform-
ations (I.3.24) in all EPH cases, which was already stated in Theorem I.1.2. If a cycle
does not intersect the real axis then the proof of Theorem I.1.2 has the only gap: a
demonstration that we can always transform the cycle to a K-orbit.

EXERCISE I.4.7. Let C be a cycle in Awith its centre on the vertical axis. Show that
there is the unique scaling w 7→ a2w which maps C into a K-orbit. HINT: Check that a
cycle in Awith its centre belonging to the vertical axis is completely defined by the point of its
intersection with the vertical axis and its curvature at this point. Then find the value of a for a
scaling such that the image of C will satisfy the relation (I.3.27).⋄
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To finish the proof of Theorem I.1.2 we need to consider two more cases which are
also related to the structure of the group SL2(R):

EXERCISE I.4.7(a). i. An arbitrary cycle may have only two, one or none
common point(s) with the real axis. This number is invariant under Möbius
transformations.

ii. If a cycle has two, one or none common point(s) with the real axis and is
fixed by a Möbius transformation, then the map is generated by a matrix
which is conjugated to an element of subgroup A, N or K. HINT: Use the
Exercise I.3.4.(a)iii.⋄

If all the above details are taking into consideration the proof of Theorem I.1.2
may not appear as simple as we may initially thought. However, it still highlights
important connections between the invariance of cycles and the structure of the group
SL2(R). Furthermore, we fully describe how cycles are transformed by Möbius trans-
formations in Theorem I.4.13.

I.4.2. Projective Spaces of Cycles

Figure I.1.3 suggests that we may obtain a unified treatment of cycles in all EPH
cases by consideration of higher-dimension spaces. The standard mathematical method
is to declare objects under investigation to be simply points of some larger space.

EXAMPLE I.4.8. In functional analysis, sequences or functions are considered as
points (vectors) of certain linear spaces. Linear operations (addition and multiplication
by a scalar) on vectors (that is, functions) are defined point-wise.

If an object is considered as a point (in a new space) all information about its inner
structure is lost, of course. Therefore, this space should be equipped with an appro-
priate structure to hold information externally which previously described the inner
properties of our objects. In other words, the inner structure of an object is now re-
vealed through its relations to its peers1.

EXAMPLE I.4.9. Take the linear space of continuous real-valued functions on the
interval [0, 1] and introduce the inner product of two functions by the formula:

⟨f,g⟩ =
1∫
0

f(t)g(t)dt.

It allows us to define the norm of a function and the orthogonality of two functions.
These are the building blocks of Hilbert space theory, which recovers much of Euclidean
geometry in terms of the spaces of functions.

In the geometry, the similar ideas are known as representational geometry, see [99,
101] and references there for a discussion. We will utilise the this fundamental ap-
proach for cycles. A generic cycle from Definition I.4.1 is the set of points (u, v) ∈ A
defined for the respective values of σ by the equation

(I.4.3) k(u2 − σv2) − 2lu− 2nv+m = 0.

1The same is true for human beings.
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This equation (and the corresponding cycle) is completely determined by a point (k, l,n,m) ∈
R4. However, this is not a one-to-one correspondence. For a scaling factor λ ̸= 0,
the point (λk, λl, λn, λm) defines an equivalent equation to (I.4.3). Thus, we prefer
to consider the projective space P3, that is, R4 factorised by the equivalence relation
(k, l,n,m) ∼ (λk, λl, λn, λm) for any real λ ̸= 0. A good introductory read on project-
ive spaces is [296, Ch. 10], see also Ch. 13 in [311]. The chapter in the later book is titled
“Projective Geometry Is All Geometry”, which is a quote from Arthur Cayley and our
consideration below is a further illustration to this claim.

DEFINITION I.4.10. We call P3 the cycle space and refer to the initial A as the point
space. The correspondence which associates a point of the cycle space to a cycle equa-
tion (I.4.3) is called map Q.

EXERCISE I.4.10(a). Which cycles correspond to the quadruples (1, 0, 0, 0), (0, 1, 0, 0),
(0, 0, 1, 0) and (0, 0, 0, 1)?
Hint: for the last cycle see Defn. I.8.1 and the following Ex. I.8.2.

We also note that the Equation (I.4.2) of a cycle can be written as a quadratic form

(I.4.4) Kw1w̄1 − Lw1w̄2 + L̄w̄1w2 +Mw2w̄2 = 0

in the homogeneous coordinates (w1,w2), such that w = w1

w2
. Since quadratic forms

are related to square matrices, see Section I.4.4, we define another map on the cycle
space as follows.

DEFINITION I.4.11. We arrange numbers (k, l,n,m) into the cycle matrix

(I.4.5) Csσ̆ =

(
l+ ῐsn −m
k −l+ ῐsn

)
,

with a new hypercomplex unit ῐ and an additional real parameter s, which is usually
equal to ±1. If we omit it in the cycle notation Cσ̆, then the value s = 1 is assumed.

The values of σ̆ := ῐ2 are −1, 0 or 1, independent of the value of σ. The parameter
s = ±1 often (but not always) is equal to σ. Matrices which differ by a real non-zero
factor are considered to be equivalent.

We denote byM such a map from P3 to the projective space of 2× 2 matrices.

The matrix (I.4.5) is the cornerstone of the (extended) Fillmore–Springer–Cnops con-
struction (FSCc) [65,100] and is closely related to the technique recently used by A.A. Kir-
illov to study the Apollonian gasket [163]. A hint for the composition of this matrix is
provided by the following exercise.

EXERCISE I.4.12. Let the space A2 be equipped with a product of symplectic type

[w,w ′] = w̄1w
′
2 − w̄2w

′
1,

where w(′) = (w
(′)
1 ,w

(′)
2 ) ∈ A2. Letting C =

(
L −M
K L̄

)
, check that the equation of the

cycle (I.4.4) is given by the expression [w,Cw] = 0.

Identifications of both Q and M are straightforward. Indeed, a point (k, l,n,m) ∈
P3 equally well represents (as soon as σ, σ̆ and s are already fixed) both the Equa-
tion (I.4.3) and the line of matrix (I.4.5). Thus, for fixed σ, σ̆ and s, one can introduce

http://en.wikipedia.org/wiki/Apollonian_gasket
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the correspondence between quadrics and matrices shown by the horizontal arrow on
the following diagram:

(I.4.6) P3
99

Q

yy

bb
M

""
Quadrics on A oo

Q◦M //M2(A)

which combines Q andM.

I.4.3. Covariance of FSCc

At first glance, the horizontal arrow in (I.4.6) seems to be of little practical interest
since it depends on too many different parameters (σ, σ̆ and s). However, the following
result demonstrates that it is compatible with simple calculations of cycles’ images
under the Möbius transformations. Í

THEOREM I.4.13. The image C̃sσ̆ of a cycle Csσ̆ under transformation (I.3.24) in A with
g ∈ SL2(R) is given by similarity of the matrix (I.4.5):

(I.4.7) C̃sσ̆ = gCsσ̆g
−1.

In other word, FSCc (I.4.5) intertwines Möbius action (I.3.24) on cycles with linear map (I.4.7).
Explicitly, it means:

(I.4.8)
(
l̃+ ῐsñ −m̃

k̃ −l̃+ ῐsñ

)
=

(
a b
c d

)(
l+ ῐsn −m
k −l+ ῐsn

)(
d −b
−c a

)
.

PROOF. There are several ways to prove (I.4.7), but for now we present a brute--
force calculation, which can fortunately be performed by a CAS [191]. See Appendix C
for information on how to install (Section C.2) and start (Section C.3) the software,
which will be sufficient for this proof. Further use of the software would be helped
by learning which methods are available from the library (Section C.4) and which pre-
defined objects exist upon initialisation (Section C.5). Assuming the above basics are
known we proceed as follows.

First, we build a cycle passing a given point P=[u, v]. For this, a generic cycle C
with parameters (k, l,n,m) is bounded by the corresponding condition:

In [2]: C2=C.subject_to(C.passing(P))

Then, we build the conjugated cycle with a generic g =

(
a b
c d

)
∈ SL2(R) and a

hypercomplex unit es and parameter s= ±1:

In [3]: C3=C2.sl2_similarity(a, b, c, d, es, matrix([[1,0],[0,s]])

We also find the image of P under the Möbius transformation with the same element
of g ∈ SL2(R) but a different hypercomplex unit e:

In [4]: P1=clifford_moebius_map(sl2_clifford(a, b, c, d, e), P, e)

Finally, we check that the conjugated cycle C3 passes the Möbius transform P1. A
simplification based on the determinant value 1 and s= ±1 will be helpful:

http://arxiv.org/abs/cs.MS/0512073
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In [5]: print C3.val(P1).subs([a==(1+b*c)/d,pow(s,2)==1]) \

.normal().is_zero()

Out[5]: True

Thus, we have confirmation that the theorem is true in the stated generality. One may
wish that every mathematical calculation can be done as simply. □

REMARK I.4.14. There is a bit of cheating in the above proof. In fact, the library
does not use the hypercomplex form (I.4.5) of FSCc matrices. Instead, it operates with
non-commuting Clifford algebras, which makes it usable at any dimension—see Sec-
tion B.5 and [186, 191].

The above proof cannot satisfy everyone’s aesthetic feeling. For this reason, an
alternative route based on orthogonality of cycles [65] will be given later—see Exer-
cise I.6.7.

It is worth noticing that the image C̃sσ̆ under similarity (I.4.7) is independent of the
values of s and σ̆. This, in particular, follows from the following exercise.Í

EXERCISE I.4.15. Check that the image (k̃, l̃, ñ, m̃) of the cycle (k, l,n,m) under

similarity with g =

(
a b
c d

)
∈ SL2(R) is

(k̃, l̃, ñ, m̃) = (kd2 + 2lcd+mc2,kbd+ l(bc+ ad) +mac,n,kb2 + 2lab+ma2).

This can also be presented through matrix multiplication:
k̃

l̃
ñ
m̃

 =


d2 2cd 0 c2

bd bc+ ad 0 ac
0 0 1 0
b2 2ab 0 a2



k
l
n
m

 .

Now we have an efficient tool for investigating the properties of some notable
cycles, which have appeared before.Í

EXERCISE I.4.16. Use the similarity formula (I.4.7) for the following:
i. Show that the real axis v = 0 is represented by the line passing through

(0, 0, 1, 0) and a matrix
(
s̆ι 0
0 s̆ι

)
. For any

(
a b
c d

)
∈ SL2(R), we have(

a b
c d

)(
s̆ι 0
0 s̆ι

)(
d −b
−c a

)
=

(
s̆ι 0
0 s̆ι

)
,

i.e. the real line is SL2(R)-invariant.
ii. Write matrices which describe cycles represented byA,N and K-orbits shown

in Figs. I.1.1 and I.1.2. Verify that matrices representing these cycles are invari-
ant under the similarity with elements of the respective subgroups A, N and
K.

iii. Show that cycles (1, 0,n,σ), which are orbits of isotropy groups as described
in Exercise I.3.21.ii, are invariant under the respective matrix similarity for
the respective values of σ = ι2 and any real n.
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iv. Find the cycles which are transverse to orbits of the isotropy subgroups, i.e.
are obtained from the vertical axis by the corresponding actions.

These easy examples also show that the software is working as expected.

I.4.4. Origins of FSCc

The Fillmore–Springer–Cnops construction, in its generalised form, will play a
central rôle in our subsequent investigation. Thus, it is worth looking at its roots and
its origins before we begin using it. So far, it has appeared from the thin air, but can
we intentionally invent it? Are there further useful generalisations of FSCc? All these
are important questions and we will make an attempt to approach them here.

As is implied by its name, FSCc was developed in stages. Moreover, it appeared
independently in a different form in the recent work of Kirillov [163]. This indicates
the naturalness and objectivity of the construction. We are interested, for now, in the
flow of ideas rather than exact history or proper credits. For the latter, the reader
may consult the original works [64; 65; 100; 163; 289, Ch. 18] as well as references
therein. Here, we treat the simplest two-dimensional case. In higher dimensions, non-
commutative Clifford algebras are helpful with some specific adjustments.

I.4.4.1. Projective Coordiantes and Polynomials. An important old observation
is that Möbius maps appear from linear transformations of homogeneous (projective)
coordinates, see [269, Ch. 1] for this in a context of invariant theory. This leads to the
FSCc in several steps:

i. Take a real projective space P1 as a quotient of R2 by the equivalence relation
(x,y) ∼ (tx, ty) for t ̸= 0. Then, any line with y ̸= 0 can be represented by
(x/y, 1). Thus, the invertible linear transformation

(I.4.9)
(
a b
c d

)(
x
y

)
=

(
ax+ by
cx+ dy

)
, g =

(
a b
c d

)
∈ SL2(R),

(
x
y

)
∈ R2

will become the Möbius transformation (I.3.4) on the representatives
(
u
1

)
.

Similarly, we can consider Möbius actions on complex numbers w = u+ iv.

ii. The next observation [64] is that, if we replace the vector
(
w
1

)
, w ∈ C by

a 2 × 2 matrix
(
w w
1 1

)
, then the matrix multiplication with g ∈ SL2(R)

will transform it as two separate copies of the vector in (I.4.9). The “twisted
square” of this matrix is

(I.4.10) Z =

(
w −ww̄
1 −w̄

)
=

1

2

(
w w
1 1

)(
1 −w̄
1 −w̄

)
.

Then, the linear action (I.4.9) on vectors is equivalent to the similarity gZg−1

for the respective matrix Z from (I.4.10).
iii. Finally, one can link matrices Z in (I.4.10) with zero-radius circles, see Exer-

cise I.5.17.i, which are also in one-to-one correspondences with their centres.
Then, the above similarity Z 7→ gZg−1 can be generalised to the action (I.4.7).
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Another route was used in a later book of Cnops [65]: a predefined geometry of
spheres, specifically their orthogonality, was encoded in the respective matrices of the
type (I.4.5). Similar connections between geometry of cycles and matrices lead Kirillov,
see [163, § 6.3] and the end of this section. He arrived at an identification of disks with
Hermitian matrices (which is similar to FSCc) through the geometry of Minkowski
space-time and the intertwining property of the actions of SL2(C).

There is one more derivation of FSCc based on projective coordinates. We can
observe that the homogeneous form (I.4.4) of cycle’s equation (I.4.2) can be written
using matrices as follows:

(I.4.11) Kw1w̄1 − Lw1w̄2 + L̄w̄1w2 +Mw2w̄2 =
(
−w̄2 w̄1

)(L −M
K L̄

)(
w1

w2

)
= 0.

Then, the linear action (I.4.9) on vectors
(
w1

w2

)
corresponds to conjugated action on

2× 2 matrices
(
L −M
K L̄

)
by the intertwining identity:

(I.4.12)
(
−w̄ ′

2 w̄ ′
1

)(L −M
K L̄

)(
w ′

1

w ′
2

)
=
(
−w̄2 w̄1

)(L ′ −M ′

K ′ L̄ ′

)(
w1

w2

)
,

where the respective actions of SL2(R) on vectors and matrices are(
w ′

1

w ′
2

)
=

(
a b
c d

)(
w1

w2

)
, and

(
L ′ −M ′

K ′ L̄ ′

)
=

(
a b
c d

)−1(
L −M
K L̄

)(
a b
c d

)
.

In other words, we obtained the usual FSCc with the intertwining property of the
type (I.4.7). However, the generalised form FSCc does not result from this considera-
tion yet.

Alternatively, we can represent the Equation (I.4.4) as:

Kw1w̄1 − Lw1w̄2 + L̄w̄1w2 +Mw2w̄2 =
(
w̄1 w̄2

)( K L̄
−L M

)(
w1

w2

)
= 0.

Then, the intertwining relation similar to (I.15.5) holds if matrix similarity is replaced
by the matrix congruence:(

K ′ L̄ ′

−L ′ M ′

)
=

(
a b
c d

)T (
K L̄
−L M

)(
a b
c d

)
.

This identity provides a background to the Kirillov correspondence between circles and
matrices, see [163, § 6.3] and [306, § 9.2]. Clearly, it is essentially equivalent to FSCc and
either of them may be depending on a convenience. It does not hint at the generalised
form of FSCc either.

We will mainly work with the FSCc, occasionally stating equivalent forms of our
results for the Kirillov correspondence.

I.4.4.2. Co-Adjoint Representation. In the above construction, the identity (I.15.4)
requires the same imaginary unit to be used in the quadratic form (the left-hand side)
and the FSCc matrix (the right-hand side). How can we arrive at the generalised FSCc
directly without an intermediate step of the standard FSCc with the same type of EPH
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geometry used in the point cycle spaces? We will consider a route originating from the
representation theory.

Any group G acts on itself by the conjugation g : x 7→ gxg−1, see I.2.18.i. This map
obviously fixes the group identity e. For a Lie group G, the tangent space at e can
be identified with its Lie algebra g, see Subsection I.2.3.1. Then, the derived map for
the conjugation at e will be a linear map g → g. This is an adjoint representation of a
Lie group G on its Lie algebra. This is the departure point for Kirillov’s orbit method,
which is closely connected to induced representations, see [159, 161].

EXAMPLE I.4.17. In the case of G = SL2(R), the group operation is the multiplic-
ation of 2 × 2 matrices. The Lie algebra g can be identified with the set of traceless

matrices, which we can write in the form
(
l −m
k −l

)
for k, l, m ∈ R. Then, the co-

adjoint action of SL2(R) on sl2 is:

(I.4.13)
(
a b
c d

)
:

(
l −m
k −l

)
7→
(
a b
c d

)−1(
l −m
k −l

)(
a b
c d

)
.

We can also note that the above transformation fixes matrices
(
n 0
0 n

)
which are

scalar multiples of the identity matrix. Thus, we can consider the conjugated ac-
tion (I.4.13) of SL2(R) on the pairs of matrices, or intervals in the matrix space of the
type{(

l −m
k −l

)
,

(
n 0
0 n

)}
, or, using hypercomplex numbers,

(
l+ ῐn −m
k −l+ ῐn

)
.

In other words, we obtained the generalised FSCc, cf. (I.4.5), and the respective action
of SL2(R). Furthermore, a connection of the above pairs of matrices with the cycles on
a plane can be realised through the Poincaré extension, see Ch. I.14.

REMARK I.4.18. Note that scalar multiplies of the identity matrix, which are in-
variant under similarity, correspond in FSCc to the real line, which is also Möbius
invariant.

I.4.5. Projective Cross Ratio

An important invariant of Möbius transformations in complex numbers is the cross
ratio of four distinct points, see [26, § 13.4]:

(I.4.14) [z1, z2, z3, z4] =
(z1 − z3)(z2 − z4)

(z1 − z2)(z3 − z4)
.

Zero divisors make it difficult to handle a similar fraction in dual and double num-
bers. Projective coordinates are again helpful in this situation—see [52]. Define the
symplectic form, cf. [11, § 41], of two vectors by

(I.4.15) ω(z, z ′) = xy ′ − x ′y, where z = (x,y), z ′ = (x ′,y ′) ∈ A2.
The one-dimensional projective space P1(A) is the quotient of A2 with respect to the
equivalence relation: z ∼ z ′ if their symplectic form vanishes. We also say [52] that two
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points in P1(A) are essentially distinct if there exist their representatives z, z ′ ∈ A2 such
thatω(z, z ′) is not a zero divisor.

DEFINITION I.4.19. [52] The projective cross ratio of four essentially distinct points
zi ∈ P1(A) represented by (xi,yi) ∈ A2, i = 1, . . . , 4, respectively, is defined by:

(I.4.16) [z1, z2, z3, z4] =

(
(x1y3 − x3y1)(x2y4 − x4y2)
(x1y2 − x2y1)(x3y4 − x4y3)

)
∈ P1(A).

EXERCISE I.4.20. Check that:
i. Let the map S : A→ P1(A) be defined by z 7→ (z, 1). Then, it intertwines the

Möbius transformations on Awith linear maps (I.4.9).
ii. The map S intertwines cross ratios in the following sense:

(I.4.17) S([z1, z2, z3, z4]) = [S(z1),S(z2),S(z3),S(z4)],

where zi ∈ C, and the left-hand side contains the classic cross ratio (I.4.14)
while the right-hand side the projective (I.4.16).

iii. The symplectic form (IV.2.3) on A2 is invariant if vectors are multiplied by aÍ
2× 2 real matrix with the unit determinant.

iv. The projective cross ratio (I.4.16) is invariant if points in A2 are multiplied by
a matrix from SL2(R). Then, the classic cross ratio (I.4.14) is invariant under
the Möbius transformations, cf. (I.4.17).

EXERCISE I.4.21. [52] Check further properties of the projective cross ratio.
i. Find transformations of [z1, z2, z3, z4] under all permutations of points.

ii. Demonstrate the cancellation formula for cross ratio:

(I.4.18) [z1, z2, z3, z4][z1, z3, z5, z4] = [z1, z2, z5, z4],

where, in the left-hand side, values in A2 are multiplied component-wise.
Such a multiplication is commutative but not associative on P1(A).

We say that a collection of points of P1(A) is concyclic if all their representatives in

A2 satisfy to Equation (I.15.4) for some FSCc matrix
(
L −M
K L̄

)
.

EXERCISE I.4.22. [52] Show that:
i. Any collection of points in A belonging to some cycle is mapped by S from

Exercise I.4.20.i to concyclic points in P1(A).
ii. For any three essentially distinct points z1, z2 and z3 ∈ P1(A) there is a fixed

2 × 2 matrix A such that [z1, z2, z, z3] = Az for any z ∈ P1(A). Moreover, the
matrix A has a determinant which is not a zero divisor.

iii. Any four essentially distinct points in P1(A) are concyclic if and only if their
projective cross ratio is S(r) for some real number r. HINT: Let [z1, z2, z, z3] cor-
respond through S to a real number. We know that [z1, z2, z, z3] = Az for an invertible
A, then Āz̄ = Az or z̄ = Ā−1Az. Multiply both sides of the last identity by row vector

(−ȳ, x̄), where z =
(
x

y

)
. The final step is to verify that Ā−1A has the FSCc structure,

cf. [52, § 4].⋄
We have seen another way to obtain FSCc—from the projective cross ratio.



LECTURE I.5

Indefinite Product Space of Cycles

In the previous chapter, we represented cycles by points of the projective space
P3 or by lines of 2 × 2 matrices. The latter is justified so far only by the similarity
formula (I.4.7). Now, we will investigate connections between cycles and vector space
structure. Thereafter we will use the special form of FSCc matrices to introduce very
important additional structure in the cycle space. The structure is an indefinite inner
product, which is particularly helpful to describe tangency of cycles, see [101; 163,
Ch. 4] and Sec. I.5.5.

I.5.1. Cycles: an Appearance and the Essence

Our extension (I.4.5) of FSCc adds two new elements in comparison with the
standard one [65]:

• The hypercomplex unit ῐ, which is independent from ι.
• The additional sign-type parameter s.

Such a possibility of an extension exists because elements of SL2(R) are matrices with
real entries. For generic Möbius transformations with hypercomplex-valued matrices
considered in [65], it is impossible.

Indeed, the similarity formula (I.4.8) does not contain any squares of hypercom-
plex units, so their type is irrelevant for this purpose. At the moment, the hypercom-
plex unit ῐ serves only as a placeholder which keeps components l and n separated.
However, the rôle of ῐ will be greatly extended thereafter. On the other hand, the hy-
percomplex unit ι defines the appearance of cycles on the plane, that is, any element
(k, l,n,m) in the cycle space P3 admits its drawing as circles, parabolas or hyperbolas
in the point space A. We may think on points of P3 as ideal cycles while their depic-
tions on Aare only their shadows on the wall of Plato’s cave. More prosaically, we can
consider cones and their (conic) sections as in Fig. I.1.3.

Of course, some elliptic shadows may be imaginary, see Exercise I.4.5, but, in most
cases, we are able to correctly guess a cycle from its σ-drawing.

EXERCISE I.5.1. Describe all pairs of different cycles Csσ̆ and C̃sσ̆ such that their
σ-drawing for some σ are exactly the same sets. HINT: Note that the vertical axis is the
p-drawing of two different cycles (1, 0, 0, 0) and (0, 1, 0, 0) and make a proper generalisation of
this observation.⋄

Figure I.1.5(a) shows the same cycles drawn in different EPH styles. Points cσ =

( l
k
,−σn

k
) are their respective e/p/h-centres from Definition I.4.3. They are related to
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http://en.wikipedia.org/wiki/Plato#Metaphysics


56 I.5. INDEFINITE PRODUCT SPACE OF CYCLES

each other through several identities:

(I.5.1) ce = c̄h, cp =
1

2
(ce + ch).

From analytic geometry, we know that a parabola with the equation ku2 − 2lu −
2nv+m = 0 has a focal length, the distance from its focus to the vertex, equal to n

2k . As
we can see, it is half of the second coordinate in the e-centre. Figure I.1.5(b) presents
two cycles drawn as parabolas. They have the same focal length n

2k and, thus, their
e-centres are on the same level. In other words, concentric parabolas are obtained by a
vertical shift, not by scaling, as an analogy with circles or hyperbolas may suggest.

We already extended the definition of centres from circles and hyperbolas to para-
bolas. It is time for a courtesy payback: parabolas share with other types of cycles their
focal attributes.

DEFINITION I.5.2. A σ̊-focus, where σ̊ is a variable of EPH type, of a cycle C =
(k, l,n,m) is the point in A

(I.5.2) fσ̊ =

(
l

k
,
detCsσ̊
2nk

)
or, explicitly, fσ̊ =

(
l

k
,
mk− l2 + σ̊n2

2nk

)
.

We also use names e-focus, p-focus, h-focus and σ̊-focus, in line with previous conven-
tions.

The focal length of the cycle C is n
2k .

Note that values of all centres, foci and the focal length are independent of a choice
of a quadruple of real numbers (k, l,n,m) which represents a point in the projective
space P3.

Figure I.1.5(b) presents e/p/h-foci of two parabolas with the same focal length. If
a cycle is depicted as a parabola, then the h-focus, p-focus and e-focus are, correspond-
ingly, the geometrical focus of the parabola, the vertex of the parabola, and the point on
the directrix of the parabola nearest to the vertex.

As we will see, cf. Propositions I.6.19 and I.6.40, all three centres and three foci are
useful attributes of a cycle, even if it is drawn as a circle.

REMARK I.5.3. Such a variety of choices is a consequence of the usage of SL2(R)—
a smaller group of symmetries in comparison to the all Möbius maps of A. The SL2(R)
group fixes the real line and, consequently, a decomposition of vectors into “real” (1)
and “imaginary” (ι) parts is obvious. This permits us to assign an arbitrary value to
the square of the hypercomplex unit ι.

The exceptional rôle of the real line can be viewed in many places. For example,
geometric invariants defined below, e.g. orthogonalities in Sections I.6.1 and I.6.6,
demonstrate “awareness” of the real-line invariance in one way or another. We will
call this the boundary effect in the upper half-plane geometry. The famous question
about hearing a drum’s shape has a counterpart:

Can we see/feel the boundary from inside a domain?
Remarks I.5.19, I.6.4, I.6.20 and I.6.35 provide hints for positive answers.

EXERCISE I.5.4. Check that different realisations of the same cycle have these prop-
erties in common:

http://en.wikipedia.org/wiki/Hearing_the_shape_of_a_drum
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• All implementations have the same vertical axis of symmetry.
• Intersections with the real axis (if they exist) coincide, see points r0 and r1 for

the left triple of cycles in Fig. I.1.5(a). Moreover, all three EPH drawings of a
cycle have common tangents at these intersection points.
• Centres of circle ce and corresponding hyperbolas ch are mirror reflections of

each other in the real axis with the parabolic centre as the middle point.
• The σ̆-focus of the elliptic K-orbits, see Exercise I.3.14.(e), is the reflection in

the real axis of the midpoint between the σ̆-centre of this orbit and the inverse
of its h-centre.

Exercise I.3.14 gives another example of similarities between different implement-
ations of the same cycles defined by the Equation (I.3.26).

I.5.2. Cycles as Vectors

Elements of the projective space P3 are lines in the linear space R4. Would it be
possible to pick a single point on each line as its “label”? We may wish to do this for
the following reasons:

i. To avoid ambiguity in representation of the same cycle by different quad-
ruples (k, l,n,m) and (k ′, l ′,n ′,m ′).

ii. To have explicit connections with relevant objects (see below).
However, the general scheme of projective spaces does not permit such a unique rep-
resentation serving the whole space. Otherwise the cumbersome construction with
lines in vector spaces would not be needed. Nevertheless, there are several partial
possibilities which have certain advantages and disadvantages. We will consider two
such opportunities, calling them normalisation of a cycle.

The first is very obvious: we try to make the coefficient k in front of the squared
terms in cycle equation (I.15.3) equal to 1. The second normalises the value of the
determinant of the cycle’s matrix. More formally:

DEFINITION I.5.5. A FSCc matrix representing a cycle is said to be k-normalised if
its (2, 1)-element is 1 and it is detσ̆-normalised if its σ̆-determinant is equal to ±1.

We will discuss cycles which do not admit either normalisation at the end of
Sec. I.8.1.

EXERCISE I.5.6. Check that:
i. Element (1, 1) of the k-normalised C1

σ̆ matrix is the σ̆-centre of the cycle.
ii. Any cycle (k, l,n,m) with k ̸= 0 has an equivalent k-normalised cycle. Cycles

which do not admit k-normalisation correspond to single straight lines in any
point space.

iii. det-normalisation is preserved by matrix similarity with SL2(R) elements, as
in Theorem I.4.13, while k-normalisation is not.

iv. Any cycle with a non-zero σ̆-determinant admits detσ̆-normalisation. Cycles
which cannot be detσ̆-normalised will be studied in Section I.5.4. What are
cycles which cannot be detσ̆-normalised for any value of σ̆?
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Thus, each normalisation may be preferred in particular circumstances. The det-
normalisation was used, for example, in [163] to obtain a satisfactory condition for
tangent cycles, cf. Exercise I.5.26.ii. On the other hand, we will see in Section I.7.1 that
detCsσ̆ of a k-normalised cycle is equal to the square of the cycle radius.

REMARK I.5.7. It is straightforward to check that there is one more cycle normal-
isation which is invariant under similarity (I.4.7). It is given by the condition n = 1.
However, we will not use it at all in this work.

A cycle’s normalisation is connected with scaling of vectors. Now we turn to
the second linear operation: addition. Any two different lines define a unique two-
dimensional plane passing through them. Vectors from the plane are linear combin-
ations of two vectors spanning each line. If we consider circles corresponding to ele-
ments of the linear span, we will obtain a pencil of circles, see [37, § 10.10; 71, § 2.3].
As usual, there is no need to be restricted to circles only:

DEFINITION I.5.8. A pencil of cycles is the linear span (in the sense of R4) of two
cycles.

Figure I.5.1 shows the appearance of such pencils as circles, parabolas and hyper-
bolas. The elliptic case is very well known in classical literature, see [71, Figs. 2.2(A,B,C);
2.3A], for example. The appearance of pencils is visually different for two cases: span-
ning cycles are either intersecting or disjoint. These two possibilities are represented
by the left and right columns in Fig. I.5.1. We shall return to these situations in Corol-
lary I.5.27.Í

EXERCISE I.5.9. Investigate the following:
i. What happens with an elliptic pencil if one of spanning circles is imaginary?

Or if both spanning circles are imaginary?
ii. How does a pencil look if one spanning cycle is a straight line? If both cycles

are straight lines?
iii. A pair of circles is symmetric about the line joining their centres. Thus, circu-

lar pencils look similar regardless of the direction of this line of centres. Our
hyperbolas and parabolas have a special orientation: their axes of symmetry
are vertical. Thus, a horizontal or vertical line joining the centres of two hy-
perbolas/parabolas make a special arrangement, and it was used for Fig. I.5.1.
How do hyperbolic pencils look if the line of centres is not horizontal?

EXERCISE I.5.10. Show the following:
i. The image of a pencil of cycles under a Möbius transformation is again a

pencil of cycles.
ii. A pencil spanned by two concentric cycles consists of concentric cycles.

iii. All cycles in a pencil are coaxial, see Exercise I.3.19.iii for the definition. The
joint radical axis, see Exercise I.3.19.ii, is the only straight line in the pencil.
This is also visible from Fig. I.5.1.

iv. Let two pencils of cycles have no cycle in common. Then, any cycle from P3

belongs to a new pencil spanned by two cycles from two given pencils.
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(e)

(p)

(h)

FIGURE I.5.1. Linear spans of cycle pairs in EPH cases. The initial
pairs of cycles are drawn in bold (green and blue). The cycles which
are between the generators are drawn in the transitional green-blue
colours. The red components are used for the outer cycles. The left
column shows the appearance of pencils if the generators are disjoint,
the right if the generators intersect in two points, the middle—if they
are touching at a point.

This section demonstrated that there are numerous connections between the linear
structure of the cycle space P3 and the geometrical property of cycles in the point space
A.
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I.5.3. Invariant Cycle Product

We are looking for a possibility to enrich the geometry of the cycle space through
the FSCc matrices. Many important relations between cycles are based on the follow-
ing Möbius invariant cycle product.

DEFINITION I.5.11. The cycle σ̆-product of two cycles is given by

(I.5.3)
〈
Csσ̆, C̃

s
σ̆

〉
= − tr(Csσ̆C̃

s
σ̆),

that is, the negative trace of the matrix product of Csσ̆ and hypercomplex conjugation
of C̃sσ̆.

In the essence the above product is Frobenius inner product of two matrices [137,
Ch. 5]. And as we already mentioned, an inner product of type (I.5.3) is used, for
example, in the Gelfand–Naimark–Segal construction to make a Hilbert space out of
C∗-algebra. This may be more than a simple coincidence since FSCc matrices can be
considered as linear operators on a two-dimensional vector space. However, a sig-
nificant difference with the Hilbert space inner product is that the cycle product is
indefinite, see Exercise I.5.12.iv for details. Thus, cycles form a Pontrjagin or Krein
space [113] rather than Euclidean or Hilbert. A geometrical interpretation of the cycle
product will be given in Exercise I.7.6.iii.

EXERCISE I.5.12. Check that:
i. The value of cycle product (I.5.3) will remain the same if both matrices areÍ

replaced by their images under similarity (I.4.7) with the same element g ∈
SL2(R).

ii. The σ̆-cycle product (I.5.3) of cycles defined by quadruples (k, l,n,m) andÍ
(k̃, l̃, ñ, m̃) is given by

−2l̃l+ 2σ̆s2ñn+ k̃m+ m̃k.(I.5.4a)

More specifically, and also taking into account the value s = ±1, it is

−2ñn− 2l̃l+ k̃m+ m̃k,(I.5.4e)

−2l̃l+ k̃m+ m̃k,(I.5.4p)

2ñn− 2l̃l+ k̃m+ m̃k(I.5.4h)

in the elliptic, parabolic and hyperbolic cases, respectively.
iii. Let Cσ̆ and C̃σ̆ be two cycles defined by e-centres (u, v) and (ũ, ṽ) with σ-Í

determinants −r2 and −r̃2, respectively. Then, their σ̆-cycle product explicitly
is

(I.5.5)
〈
Cσ̆, C̃σ̆

〉
= (u− ũ)2 − σ(v− ṽ)2 − 2(σ− σ̆)vṽ− r2 − r̃2.

iv. The cycle product is a symmetric bilinear function of two cycles. It is indefinite
in the sense that there are two cycles Cσ̆ and C̃σ̆ such that

⟨Cσ̆,Cσ̆⟩ > 0 and
〈
C̃σ̆, C̃σ̆

〉
< 0.

https://en.wikipedia.org/wiki/Frobenius_inner_product
http://en.wikipedia.org/wiki/Gelfand-Naimark-Segal_construction
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HINT: It is easy to show symmetry of the cycle product from the explicit value (I.14.17).
This is not so obvious from the initial definition (I.5.3) due to the presence of hyper-
complex conjugation.⋄

v. Check, that the change of variables (k, l,n,m) 7→ (t, l,n, s), where k = t + s
and m = t − s, transforms the elliptic inner product (I.5.4e) to the metric of
the Minkowski space [163, § 4.1]:

−2ñn− 2l̃l+ k̃m+ m̃k 7→ −2ñn− 2l̃l− 2s̃s+ 2t̃t.

A simple, but interesting, observation is that, for FSCc matrices representing cycles,
we obtain the second classical invariant (determinant) under similarities (I.4.7) from
the first (trace) as follows:

(I.5.6) ⟨Csσ̆,Csσ̆⟩ = − tr(Csσ̆C
s
σ̆) = 2 detCsσ̆ = 2(−l2 + σ̆s2n2 +mk).

Therefore it is not surprising that the determinant of a cycle enters Definition I.5.2 of
the foci and the following definition:

DEFINITION I.5.13. We say that a Cσ̆ is σ̆-zero-radius, σ̆-positive or σ̆-negative cycle
if the value of the cycle product of Cσ̆ with itself (I.5.6) (and thus its determinant) is
zero, positive or negative, respectively.

These classes of cycles fit naturally to the Erlangen programme.

EXERCISE I.5.14. Show that the zero-radius, positive and negative cycles form
three non-empty disjoint Möbius-invariant families. HINT: For non-emptiness, see Ex-
ercise I.5.12.iv or use the explicit formula (I.5.6).⋄

The following relations are useful for a description of these three classes of cycles.

EXERCISE I.5.15. Check that:
i. For any cycleCsσ̆ there is the following relation between its determinants eval-

uated with elliptic, parabolic and hyperbolic unit ῐ:

detCse ⩽ detCsp ⩽ detCsh.

ii. The negative of the parabolic determinant, −detCsp, of a cycle (k, l,n,m) co-
incides with the discriminant of the quadratic equation

(I.5.7) ku2 − 2lu+m = 0,

which defines intersection of the cycle with the real line (in any EPH present-
ation).

We already illustrated zero-radius cycles in Fig. I.1.6. This will be compared with
positive and negative cycles for various values of σ̆ in Fig. I.5.2. The positive or neg-
ative aspect of cycles has a clear geometric manifestation for some combinations of σ
and σ̆.

EXERCISE I.5.16. Verify the following statements:
(e) Circles corresponding to e-positive cycles are imaginary. All regular circles

are e-negative.
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FIGURE I.5.2. Positive and negative cycles. Evaluation of determin-
ants with elliptic value σ̆ = −1 shown by dotted drawing, with the
hyperbolic σ̆ = 1 by dashed and with intermediate parabolic σ̆ = 0 by
dash-dotted. Blue cycles are positive for respective σ̆ and green cycles
are negative. Cycles positive for one value of σ̆ can be negative for
another. Compare this figure with zero-radius cycles in Fig. I.1.6.

(p) Parabolas drawn from p- and e-negative cycles have two points of intersec-
tion with the real axis, and those drawn from p- and h-positive cycles do not
intersect the real axis.

(h) Hyperbolas representing h-negative cycles have “vertical” branches and those
representing h-positive cycles have “horizontal” ones. HINT: Write the con-
dition for a hyperbola defined by the Equation (I.15.3) to intersect the vertical line
passing its centres.⋄

Of course, manifestations of the indefinite nature of the cycle product (I.5.3) are
not limited to the above examples and we will meet more of them on several other
occasions.

I.5.4. Zero-radius Cycles

Due to the projective nature of the cycle space P3, the absolute values of the cycle
product (I.5.3) on non-normalised matrices are irrelevant, unless it is zero. There are
many reasons to take a closer look at cycles with a zero-value product—zero-radius
cycles, for example:

• They form a Möbius-invariant family.
• They are on the boundary between positive and negative cycles.
• They do not admit det-normalisation.

To highlight that a certain cycle is σ̆-zero-radius we will denote it by Zsσ̆. A jus-
tification of the chosen name for such cycles is given in Exercise I.5.16.(e)—further
connections will be provided in Section I.7.1.

As often happens in our study, we again have nine different possibilities—for
cycles drawn in three EPH types in the point space (parametrised by σ) there are three
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independent conditions detCsσ̆ = 0 in the cycle space (parametrised by σ̆). This is
illustrated in Fig. I.1.6.

EXERCISE I.5.17. Show that:
i. Any σ̆-zero-radius cycle admitting k-normalisation can be represented by the

matrix

(I.5.8) Zsσ̆ =

(
z −zz̄
1 −z̄

)
=

1

2

(
z z
1 1

)(
1 −z̄
1 −z̄

)
=

(
u0 + ῐsv0 u2

0 − σ̆v
2
0

1 −u0 + ῐsv0

)
,

for some z = u0 + ῐsv0 being its centre and s = ±1. Compare with (I.4.10).
ii. Describe all σ̆-zero-radius cycles which cannot be k-normalised.

iii. The σ̆-focus of the σ̆-zero-radius cycle belongs to the real axis—see Fig. I.1.6.
iv. Let Zsσ̆ and Z̃sσ̆ be two k-normalised σ̆-zero-radius cycles of the form (I.5.8) Í

with e-centres (u0, v0) and (u1, v1). Then

(I.5.9)
〈
Zsσ̆, Z̃

s
σ̆

〉
= (u0 − u1)

2 − σ̆(v0 − v1)
2.

As follows from (I.5.8), the class of σ̆-zero-radius cycles is parametrised by two
real numbers (u, v) only and, as such, is easily attached to the respective point of z =
u + ιv ∈ A, at least in the elliptic and hyperbolic point spaces. In D, a connection
between a σ̆-zero-radius cycle and its centre is obscure.

EXERCISE I.5.18. Prove the following observations from Fig. I.1.6:
i. The cycle Zsσ̆ (I.5.8) with detZsσ̆ = 0, σ̆ = −1 drawn elliptically is just a single

point (u0, v0), i.e. an (elliptic) zero-radius circle.
ii. The same condition detZsσ̆ = 0 with σ̆ = 1 in the hyperbolic drawing pro-

duces a light cone originating at point (u0, v0)

(u− u0)
2 − (v− v0)

2 = 0,

i.e. a zero-radius cycle in hyperbolic metric, see Section I.7.1.
iii. p-zero-radius cycles in any implementation touch the real axis, see Fig. I.1.6.

This property defines a horocycle in Lobachevsky geometry [70, § 16.6]. HINT:
Note, that the parabolic determinant of a cycle (k, l,n,m) coincides with the discrim-
inant of the quadratic equation ku2 − 2lu+m = 0. See also Exercise I.5.26.iv.⋄

iv. An h-zero-radius cycle in Awith the e-center (a,b) intersects the real axis at Í
points (a ± b, 0) with slopes ±1, see Fig. I.1.6. Furthermore, the h-centre of
this cycle coincides with its e-focus. HINT: For slopes, use implicit derivation.
Also, for a parabola, it follows from the Exercise I.5.17.iii and the classical reflection
property of parabolas, cf. App. B.2.⋄

v. The e-centre of the transformation gZsσ̆g
−1, g ∈ SL2(R) of the σ̆-zero-radius Í

cycle (I.5.8) coincides with the Möbius action g·z in Rσ̆, where z is the e-centre
of Zsσ̆. HINT: The result can be obtained along the lines from Subsection I.4.4.1.⋄

REMARK I.5.19. The above “touching” property (I.5.18.iii) and intersection beha-
viour (I.5.18.iv) are manifestations of the already-mentioned boundary effect in the
upper half-plane geometry, see Remark I.5.3.
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The previous exercise shows that σ̆-zero-radius cycles “encode” points into the
“cycle language”. The following reformulation of Exercise I.5.18.v stresses that this
encoding is Möbius-invariant as well.

LEMMA I.5.20. The conjugate g−1Zsσ̆(y)g of a σ̆-zero-radius cycle Zsσ̆(y) with g ∈
SL2(R) is a σ̆-zero-radius cycle Zsσ̆(g · y) with centre at g · y—the Möbius transform of the
centre of Zsσ̆(y).

Furthermore, we can extend the relation between a zero-radius cycleZσ̆ and points
through the following connection of Zσ̆ with the power of its centre.Í

EXERCISE I.5.21. Let Zσ be the zero-radius cycle (I.5.8) defined by z = u− ισv, that
is, with the σ-centre at the point (u, v). Show that, in the elliptic and hyperbolic (but
not parabolic) cases, a power of a point, see Definition I.3.18, (u, v) ∈ Awith respect to
a cycle Cσ, is equal to the cycle product ⟨Zσ,Cσ⟩, where both cycles are k-normalised.

It is noteworthy that the notion of a point’s power is not Möbius-invariant even
despite its definition through the invariant cycle product. This is due to the presence of
non-invariant k-normalisation. This suggests extending the notion of the power from
a point (that is, a zero-radius cycle) to arbitrary cycles:

DEFINITION I.5.22. A (σ, σ̆)-power of a cycle C with respect to another cycle C̃ is
equal to

〈
Cσ̆, C̃σ̆

〉
, where both matrices are norm-normalised by the conditions ⟨Cσ,Cσ⟩ =

±1 and
〈
C̃σ, C̃σ

〉
= ±1.

Alternatively, (σ, σ̆)-power is equal to 1
2

〈
Cσ̆, C̃σ̆

〉
(one half their cycle product), if

both matrices are detσ-normalised. Since both elements of this definition—the cycle
product and normalisation—are Möbius-invariant, the resulting value is preserved
by Möbius transformations as well. Of course, the (e,e)-variant of this notion is well
known in the classical theory.

EXERCISE I.5.23. i. Show that the (e,e)-power of a circle C with respect toÍ
another circle C̃ has an absolute value equal to the inversive distance between
C and C̃, see [24, Defn. 3.2.2; 27, § 4; 71, § 5.8 and Thm. 5.91]:

(I.5.10) d(C, C̃) =

∣∣∣∣∣ |c1 − c2|2 − r21 − r222r1r2

∣∣∣∣∣ .
Here, c1,2 and r1,2 are the e-centres and radii of the circles. For other two
cases, Exercise I.7.8.

ii. Check for σ = ±1, that the (σ,σ)-power of two intersecting σ-cycles is theÍ
σ-cosine (I.3.36) of the angle between the tangents to cycles at an intersecting
point.

iii. For σ = ±1, let C and C̃ be two given σ-cycles and α and β be two acute
angles. Consider the collection T of all σ-cycles, such that the the intersection
angle with C is α and the intersection angle with C̃ is β. Then, any σ-cycle
from the pencil spanned by C and C̃ has the same intersection angle with
σ-cycles from T (see also Exercise I.5.29 and Fig. I.5.3).
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As another illustration of the technique based on zero-radius cycles, we return to
orbits of isotropy subgroups, cf. Exercise I.3.21.ii. Í

EXERCISE I.5.24. Fulfil the following steps:
i. Write the coefficients of the σ-zero-radius cycle Zσ(ι) in Awith e-centre at the

hypercomplex unit ι = (0, 1).
ii. According to Exercise I.5.18.v, Zσ(ι) is invariant under the similarity Zσ(ι) 7→
hZσ(ι)h

−1 with h in the respective isotropy subgroups K, N ′ and A′ of ι.
Check this directly.

iii. Write the coefficients of a generic cycle in the pencil spanned by Zσ(ι) and
the real line. Note that the real line is also invariant under the action of the
isotropy subgroups (as any other Möbius transformations) and conclude that
any cycle from the pencil will also be invariant under the action of the iso-
tropy subgroups. In other words, those cycles are orbits of the isotropy sub-
groups. Check that you obtained their equation (I.3.33).

We halt our study of zero-radius cycles on their own, but they will appear re-
peatedly in the following text in relation to other objects.

I.5.5. Cauchy–Schwarz Inequality and Tangent Cycles

We already noted that the invariant cycle product is a special (and remarkable!)
example of an indefinite product in a vector space. Continuing this comparison, it will
be interesting to look for a role of a Cauchy–Schwarz–type inequality

(I.5.11) ⟨x,y⟩ ⟨y, x⟩ ⩽ ⟨x, x⟩ ⟨y,y⟩ ,
which is a cornerstone of the theory of inner product spaces, cf. [164, § 5.1].

First of all, the classical form (I.5.11) of this inequality failed in any indefinite
product space. This can be seen from examples or an observation that all classical
proofs start from the assumption that ⟨x+ ty, x+ ty⟩ ⩾ 0 in an inner product space.
In an indefinite product space, there are always pairs of vectors which realise any of
three possible relations:

⟨x,y⟩ ⟨y, x⟩ ⪋ ⟨x, x⟩ ⟨y,y⟩ .
Some regularity appears from the fact that the type of inequality is inherited by linear
spans. Í

EXERCISE I.5.25. Let two vectors x and y in an indefinite product space satisfy
either of the inequalities:

⟨x,y⟩ ⟨y, x⟩ < ⟨x, x⟩ ⟨y,y⟩ or ⟨x,y⟩ ⟨y, x⟩ > ⟨x, x⟩ ⟨y,y⟩ .
Then, any two non-collinear vectors z andw from the real linear span of x and y satisfy
the corresponding inequality:

⟨z,w⟩ ⟨w, z⟩ < ⟨z, z⟩ ⟨w,w⟩ or ⟨z,w⟩ ⟨w, z⟩ > ⟨z, z⟩ ⟨w,w⟩ .
The equality ⟨x,y⟩ ⟨y, x⟩ = ⟨x, x⟩ ⟨y,y⟩ always implies ⟨z,w⟩ ⟨w, z⟩ = ⟨z, z⟩ ⟨w,w⟩.

The above Cauchy–Schwarz relations have a clear geometric meaning.

EXERCISE I.5.26. Check the following:
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i. Let Cσ and C̃σ be two cycles defined by e-centres (u, v) and (ũ, ṽ) with σ-
determinants −r2 and −r̃2. The relations〈

Csσ, C̃
s
σ

〉2
⪋ ⟨Csσ,Csσ⟩

〈
C̃sσ, C̃

s
σ

〉
guarantee that σ-implementations of Cσ and C̃σ for σ = ±1 are intersecting,
tangent or disjoint, respectively. What happens for the parabolic value σ = 0?

HINT: Determine the sign of the expression
〈
Csσ, C̃

s
σ

〉
−

√
⟨Csσ,Csσ⟩

〈
C̃sσ, C̃

s
σ

〉
using

the formula (I.5.5). For the parabolic case, Exercise I.7.2.p will be useful.⋄
ii. Let two cyclesCσ and C̃σ be in detσ-normalised form. Deduce from the previ-

ous item the following Descartes–Kirillov condition [163, Lem. 4.1] forCσ and
C̃σ to be externally σ-tangent (that is externally tangent in σ-implementation):

(I.5.12)
〈
Cσ + C̃σ,Cσ + C̃σ

〉
= 0 and

〈
Cσ, C̃σ

〉
> 0.

Since the first identity is equivalent to det(Cσ + C̃σ) = 0, Cσ + C̃σ is a σ-zero-
radius cycle. Show that the centre of Cσ + C̃σ is the tangent point of Cσ and
C̃σ. HINT: The identity in (I.5.12) follows from the inequality there and the relation∣∣∣〈Cσ, C̃σ〉∣∣∣ = √⟨Csσ,Csσ⟩〈C̃sσ, C̃sσ〉 = 1 for tangent cycles from the first item. For the

last statement, use Exercise I.5.21.⋄
iii. How shall we modify Descartes–Kirillov condition (I.5.12) for two cycles in-

ternally σ-tangent?
iv. Show the following. If detp Csσ = 0 then detσ(Csσ − Rsσ) = 0, where Csσ is

detσ-normalized and Rsσ is the det-normalized cycle (0, 0, 1, 0) representing
the real line. Thus, Csσ is σ-tangent to the real line, i.e. is σ-horocycle, cf.
Exercise I.5.18.iii. How to interpret the external/internal touching in this
case? HINT: The condition detp C

s
σ = 0 defines a cycle Csσ = (1,u, v,u2) with

detσ C
s
σ = −σv2.⋄

Exercises I.5.25 and I.5.26.i imply (see also Exercise I.6.10.iii):

COROLLARY I.5.27. For a given pencil of cycles, see Definition I.5.8, either all cycles are
pair-wise disjoint, or every pair of cycles are tangent, or all of them pass the same pair of points.

Zero-radius cycles form a two-parameter family (in fact, a manifold) in the three-
dimensional projective cycle space P3. It is not flat, as can be seen from its intersection
with projective lines—cycle pencils. The Cauchy–Schwarz inequality turns out to be
relevant here as well.

EXERCISE I.5.28. A pencil of cycles either contains at most two σ̆-zero-radius cycles
or consists entirely of σ̆-zero-radius cycles. Moreover:

i. A pencil spanned by two different cycles cannot consist only of e-zero-radius
cycles. Describe all pencils consisting only of p- and h-zero-radius cycles.
HINT: Formula (I.5.9) will be useful for describing pencils consisting of (and thus
spanned by) σ̆-zero-radius cycles. Orbits of subgroup N ′ shown on the central draw-
ing of Fig. I.3.1 are an example of pencils of p-zero-radius cycles drawn as parabolas.
You can experiment with σ-drawing of certain σ̆-zero-radius pencils.⋄Í
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ii. A pencil spanned by two different cycles Csσ̆ and C̃sσ̆, which does not consist
only of σ̆-zero-radius cycles, has exactly two, one or zero σ̆-zero-radius cycles
depending on which of three possible Cauchy–Schwarz-type relations holds:〈

Csσ̆, C̃
s
σ̆

〉2
⪋ ⟨Csσ̆,Csσ̆⟩

〈
C̃sσ̆, C̃

s
σ̆

〉
.

HINT: Write the expression for the cycle product of the span tCsσ̆ + C̃sσ̆, t ∈ R with

itself in terms of products
〈
Csσ̆, C̃

s
σ̆

〉
, ⟨Csσ̆,Csσ̆⟩ and

〈
C̃sσ̆, C̃

s
σ̆

〉
.⋄

Tangent circles may be treated as having zero intersection angle, thus we continue
theme from Exercise I.5.23.iii.

EXERCISE I.5.29. For σ = ±1, let C and C̃ be two given σ-cycles and α and β be
two acute angles. Consider the collection T of all σ-cycles, such that the the intersection
angle with C is α and the intersection angle with C̃ is β. Let

a = cosσ α, b = cosσ β, c = ⟨C,C⟩ , d =
〈
C̃, C̃

〉
, p =

〈
C, C̃

〉
.

Assume (ab+p)2−(a2+c)(b2+d) ⩾ 0, then, any σ-cycle from the family T is tangent
to cycles C1,2 = x1,2C + C̃ from the pencil spanned by C and C̃, where:

(I.5.13) x1,2 =
−ab− p±

√
(ab+ p)2 − (a2 + c)(b2 + d)

a2 + c
.

See Fig. I.5.3 for an illustration. HINT: Let Ct ∈ T and Cx = xC + C̃ be a σ-cycle from the
pencil spanned by C and C̃. Then, the tangency condition ⟨Cx,Ct⟩2 = ⟨Cx,Cx⟩ ⟨Ct,Ct⟩ and
Exercise I.5.23.ii lead to a quadratic equation with roots (I.5.13).⋄

The statement has counterparts in the parabolic case, see Exercise I.9.22.

REMARK I.5.30. Note that the tangency condition (I.5.12) is quadratic in paramet-
ers of a cycle Cσ. However, n such conditions with a single unknown cycle C can
be reduced to the single quadratic condition ⟨C,C⟩ = 1 and n linear conditions like〈
C, C̃(i)

〉
= λi. This observation was implemented in the C++ library figure [211]. A

similar technique was also used in [101].

Recall that straight lines are cycles which pass the infinity, that is orthogonal to the
zero-radius cycle at infinity. Here is tangency property for lines:

EXERCISE I.5.31. Check that: Í
i. Straight lines touching the zero-radius cycle at infinity.

ii. Two straight lines are parallel if and only if they are touching (at infinity).
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FIGURE I.5.3. Intersection and tangency: the family of blue and green
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to two red σ-cycles a and b. All green and blue

cycles touch two black cycles a ′ and b ′, which belong to the pencil
spanned by a and b.



LECTURE I.6

Joint Invariants of Cycles: Orthogonality

The invariant cycle product, defined in the previous chapter, allows us to define
joint invariants of two or more cycles. Being initially defined in an algebraic fashion,
they also reveal their rich geometrical content. We will also see that FSCc matrices
define reflections and inversions in cycles, which extend Möbius maps.

I.6.1. Orthogonality of Cycles

According to the categorical viewpoint, the internal properties of objects are of
minor importance in comparison with their relations to other objects from the same
class. Such a projection of internal properties into external relations was also discussed
at the beginning of Section I.4.2. As a further illustration, we may give the proof of
Theorem I.4.13, outlined below. Thus, we will now look for invariant relations between
two or more cycles.

After we defined the invariant cycle product (I.5.3), the next standard move is to
use the analogy with Euclidean and Hilbert spaces and give the following definition:

DEFINITION I.6.1. Two cycles Csσ̆ and C̃sσ̆ are called σ̆-orthogonal if their σ̆-cycle
product vanishes:

(I.6.1)
〈
Csσ̆, C̃

s
σ̆

〉
= 0.

(a)

r r̃

|u− ũ|

(b)

FIGURE I.6.1. Relation between centres and radii of orthogonal circles

Here are the most fundamental properties of cycle orthogonality:

EXERCISE I.6.2. Use Exercise I.5.12 to check the following:
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i. The σ̆-orthogonality condition (I.6.1) is invariant under Möbius transforma-
tions.

ii. The explicit expression for σ̆-orthogonality of cycles in terms of their coeffi-
cients is

(I.6.2) 2σ̆ñn− 2l̃l+ k̃m+ m̃k = 0.

iii. The σ̆-orthogonality of cycles defined by their e-centres (u, v) and (ũ, ṽ) with
σ-determinants −r2 and −r̃2, respectively, is:

(I.6.3) (u− ũ)2 − σ(v− ṽ)2 − 2(σ− σ̆)vṽ− r2 − r̃2 = 0.

iv. Two circles are e-orthogonal if their tangents at an intersection point form
a right angle. HINT: Use the previous formula (I.6.3), the inverse of Pythagoras’
theorem and Fig. I.6.1(a) for this.⋄

The last item can be reformulated as follows: For circles, their e-orthogonality
as vectors in the cycle spaces P3 with the cycle product (I.5.3) coincides with their
orthogonality as geometrical sets in the point space C. This is very strong support for
FSCc and the cycle product (I.5.3) defined from it. Thereafter, it is tempting to find
similar interpretations for other types of orthogonality. The next exercise performs the
first step for the case of σ-orthogonality in the matching point space A.

EXERCISE I.6.3. Check the following geometrical meaning for σ-orthogonality ofÍ
σ-cycles.

(e,h): Let σ = ±1. Then, two cycles in A (that is, circles or hyperbolas) are σ-
orthogonal if slopes S1 and S2 of their tangents at the intersection point satisfy
the condition

(I.6.4) S1S2 = σ.

The geometrical meaning of this condition can be given either in terms of
angles (A) or centres (C):
(A) For the case σ = −1 (circles), equation (I.6.4) implies orthogonality of the

tangents, cf. Exercise I.6.2.iv. For σ = 1, two hyperbolas are h-orthogonal
if lines with the slopes ±1 bisect the angle of intersection of the hyper-
bolas, see Fig. I.6.1(b). HINT: Define a cycleCσ by the condition that it passes a
point (u, v) ∈ A. Define a second cycle C̃σ by both conditions: it passes the same
point (u, v) and is orthogonal to Cσ. Then use the implicit derivative formula to
find the slopes of tangents to Cσ and C̃σ at (u, v). A script calculating this in CAS
is also provided.⋄

(C) In the cases σ = ±1, the tangent to one cycle at the intersection point
passes the centre of another cycle. HINT: This fact is clear for circles from
inspection of, say, Fig. I.6.1(a). For hyperbolas, it is enough to observe that the
slope of the tangent to a hyperbola y = 1/x at a point (x, 1/x) is −1/x2 and the
slope of the line from the centre (0, 0) to the point (x, 1/x) is 1/x2, so the angle
between two lines is bisected by a vertical/horizontal line. All our hyperbolas
are obtained from y = 1/x by rotation of ±45◦ and scaling.⋄
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(p): Let σ = 0 and a parabola Cp have two real roots u1 and u2. If a parabola C̃p
is p-orthogonal to Cp, then the tangent to C̃p at a point above one of the roots
u1,2 passes the p-centre (u1+u2

2 , 0) of Cp.

REMARK I.6.4. Note that the geometric p-orthogonality condition for parabolas is
non-local in the sense that it does not direct behaviour of tangents at the intersection
points. Moreover, orthogonal parabolas need not intersect at all. We shall see more
examples of such non-locality later. The relation I.6.3(p) is also another example of
boundary awareness, cf. Remark I.5.3—we are taking a tangent of one parabola above
the point of intersection of the other parabola with the boundary of the upper half-
plane.

The stated geometrical conditions for orthogonality of cycles are not only neces-
sary but are sufficient as well.

EXERCISE I.6.5. i. Prove the converses of the two statements in Exercise I.6.3. Í
HINT: To avoid irrationalities in the parabolic case and make the calculations access-
ible for CAS, you may proceed as follows. Define a generic parabola passing (u, v)

and use implicit derivation to find its tangent at this point. Define the second parabola
passing (u, 0) and its centre at the intersection of the tangent of the first parabola at
(u, v) and the horizontal axis. Then, check the p-orthogonality of the two parabolas.⋄

ii. Let a parabola have two tangents touching it at (u1, v1) and (u2, v2) and these
tangents intersect at a point (u, v). Then, u = u1+u2

2 . HINT: Use the geo-
metric description of p-orthogonality and note that the two roots of a parabola are
interchangeable in the necessary condition for p-orthogonality.⋄

We found geometrically necessary and sufficient conditions for σ-orthogonality in
the matching point space A. The remaining six non-matching cases will be reduced to
this in Section I.6.3 using an auxiliary ghost cycle. However, it will be useful to study
some more properties of orthogonality.

I.6.2. Orthogonality Miscellanea

The explicit formulae (I.16.11) and (I.6.3) allow us to obtain several simple and yet
useful conclusions.

EXERCISE I.6.6. Show that:
i. A cycle is σ̆-self-orthogonal (isotropic) if and only if it is σ̆-zero-radius cycle (I.5.8).

ii. For σ̆ = ±1, there is no non-trivial cycle orthogonal to all other non-trivial
cycles. For σ̆ = 0, only the horizontal axis v = 0 is orthogonal to all other
non-trivial cycles.

iii. If two real (e-negative) circles are e-orthogonal, then they intersect. Give an
example of h-orthogonal hyperbolas which do not intersect in O. HINT: Use
properties of the Cauchy–Schwarz inequality from Exercise I.5.26.i.⋄

iv. A cycle Csσ is σ-orthogonal to a zero-radius cycle Zsσ (I.5.8) if and only if σ-
implementation of Csσ passes through the σ-centre of Zsσ, or, analytically,

(I.6.5) k(u2 − σv2) − 2 ⟨(l,n), (u, σ̆v)⟩+m = 0.
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v. For σ̆ = ±1, any cycle is uniquely defined by the family of cycles orthogonal
to it, i.e. (Csσ̆

⊥)⊥ = {Csσ̆}.
For σ̆ = 0, the set (Csσ̆

⊥)⊥ is the pencil spanned by Csσ̆ and the real line.
In particular, if Csσ̆ has real roots, then all cycles in (Csσ̆

⊥)⊥ have these roots.
vi. Two σ̆-zero-radius cycles are σ̆-orthogonal if:

(e) for σ̆ = −1 and σ = ±1, cycles’ σ-centres coincide.
(p) for σ̆ = 0 and σ = ±1, cycles’ σ-centres belong to the same vertical line.
(h) for σ̆ = 1 and σ = ±1, each cycle’s σ-centre belongs to the light cone

defined by the other cycle.
(Note, that in the Benz axiomatisation [315, § 1] these relations between cycles’
centres are called parallelism.)
HINT: Use the explicit expression for the cycle product (I.5.9).⋄

The connection between orthogonality and incidence from Exercise I.6.6.iv allows
us to combine the techniques of zero-radius cycles and orthogonality in an efficient
tool.

EXERCISE I.6.7. Fill all gaps in the following proof:

SKETCH OF AN ALTERNATIVE PROOF OF THEOREM I.4.13. We already mentioned
in Subsection I.4.4.1 that the validity of Theorem I.4.13 for a zero-radius cycle (I.5.8)

Zsσ̆ =

(
z −zz̄
1 −z̄

)
=

1

2

(
z z
1 1

)(
1 −z̄
1 −z̄

)
with the centre z = x + iy is a straightforward calculation—see also Exercise I.5.18.v.
This implies the result for a generic cycle with the help of

• Möbius invariance of the product (I.5.3) (and thus orthogonality) and
• the above relation I.6.6.iv between the orthogonality and the incidence.

The idea of such a proof is borrowed from [65] and details can be found therein. □

The above demonstration suggests a generic technique for extrapolation of results
from zero-radius cycles to the entire cycle space. We will formulate it with the help of
a map Q from the cycle space to conics in the point space from Definition I.4.10.

PROPOSITION I.6.8. Let T : P3 → P3 be an orthogonality-preserving map of the cycle
space, i.e.

〈
Csσ̆, C̃

s
σ̆

〉
= 0 ⇔

〈
TCsσ̆, TC̃

s
σ̆

〉
= 0. Then, for σ ̸= 0, there is a map Tσ : A→ A,

such that Q intertwines T and Tσ:

(I.6.6) QTσ = TQ.

PROOF. If T preserves orthogonality (i.e. the cycle product (I.5.3) and, consequently,
the determinant, see (I.5.6)) then the image TZsσ̆(u, v) of a zero-radius cycle Zsσ̆(u, v) is
again a zero-radius cycleZsσ̆(u1, v1). Thus we can define Tσ by the identity Tσ : (u, v) 7→
(u1, v1).

To prove the intertwining property (I.6.6) we need to show that, if a cycleCsσ̆ passes
through (u, v), then the image TCsσ̆ passes through Tσ(u, v). However, for σ ̸= 0, this
is a consequence of the T -invariance of orthogonality and the expression of the point-
to-cycle incidence through orthogonality from Exercise I.6.6.iv. □
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EXERCISE I.6.9. Let Ti : P3 → P3, i = 1, 2 be two orthogonality-preserving maps
of the cycle space. Show that, if they coincide on the subspace of σ̆-zero-radius cycles,
σ̆ ̸= 0, then they are identical in the whole P3.

We defined orthogonality from an inner product, which is linear in each compon-
ent. Thus, orthogonality also respects linearity.

EXERCISE I.6.10. Check the following relations between orthogonality and pencils:

i. Let a cycle Cσ̆ be σ̆-orthogonal to two different cycles C̃σ̆ and Ĉσ̆. Then Cσ̆ is
σ̆-orthogonal to every cycle in the pencil spanned by C̃σ̆ and Ĉσ̆.

ii. Check that all cycles σ̆-orthogonal with σ̆ = ±1 to two different cycles C̃σ̆ and
Ĉσ̆ belong to a single pencil. Describe such a family for σ̆ = 0. HINT: For the
case σ̆ = 0, the family is spanned by an additional cycle, which was mentioned in
Exercise I.6.6.ii.⋄

iii. If two circles are non-intersecting, then the orthogonal pencil passes through
two points, which are the only two e-zero-radius cycles in the pencil, see the
first row of Fig. I.6.2. And vice versa: a pencil orthogonal to two intersecting
circles consists of disjoint circles. Tangent circles have the orthogonal pencils
of circles which are all tangent at the same point, cf. Corollary I.5.27.

iv. The above relations do hold for parabolas and hyperbolas only for tangent
pencils (the middle column of Fig. I.6.2). What are correct statements in other
cases?

Exercise I.6.10.ii describes two orthogonal pencils such that each cycle in one pencil
is orthogonal to every cycle in the second. In terms of indefinite linear algebra, see [113,
§ 2.2], we are speaking about the orthogonal complement of a two-dimensional sub-
space in a four-dimensional space and it turns out to be two-dimensional as well. For
circles, this construction is well known, see [37, § 10.10; 71, § 5.7]. An illustration for
three cases is provided by Fig. I.6.2. The reader may wish to experiment more with or-
thogonal complements to various parabolic and hyperbolic pencils—see Fig. I.5.1 and
Exercise I.5.9.

Such orthogonal pencils naturally appear in many circumstances and we already
met them on several occasions. We know from Exercise I.3.19.iii and I.3.19.iv that K-
orbits and transverse lines make coaxial pencils which turn to be in a relation:

EXERCISE I.6.11. Check that:
i. Any K-orbit (I.3.26) in A is σ-orthogonal to any transverse line (I.3.28). Fig-

ure I.1.2 provides an illustration. HINT: There are several ways to check this. A
direct calculation based on the explicit expressions for cycles is not difficult. Alternat-
ively, we can observe that the pencil of transverse lines is generated by K-action from
the vertical axis and orthogonality is Möbius-invariant.⋄

ii. Any orbit (I.3.33) is σ-orthogonal to any transverse line (I.3.34) for the same
subgroup K, N ′ or A′, that is for the same value τ. Figure I.3.2 provides an
illustration.

The following general statement about pencils and orthogonality is an abstract
generalisation of the well-known result on a triangle’s orthocenter.
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FIGURE I.6.2. σ-orthogonal pencils of σ-cycles. One pencil is drawn
in solid blue, the others in dashed green styles.

EXERCISE I.6.11(a). Let Ca, Cb, Cc be three pair-wise distinct cycles with at most
two of them being orthogonal to each other. We define C̃a as the cycle

• from the pencil spanned by Cb and Cc;
• orthogonal to Ca.

Cycles C̃b and C̃c are similarly defined. Then, C̃a belongs to the pencil spanned by
C̃b and C̃c. In particular, altitudes of a triangle are concurrent, that is meet at the same
point, which is called the orthocenter of a triangle.
HINT: Note that C̃a = ⟨Cc,Ca⟩Cb − ⟨Cb,Ca⟩Cc.⋄

We may describe a finer structure of the cycle space through Möbius-invariant sub-
classes of cycles. Three such families—zero-radius, positive and negative cycles—were
already considered in Sections I.5.3 and I.5.4. They were defined using the properties
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of the cycle product with itself. Another important class of cycles is given by the value
of its cycle product with the real line.

DEFINITION I.6.12. A cycle Csσ̆ is called selfadjoint if it is σ̆-orthogonal with σ̆ ̸= 0
to the real line, i.e. it is defined by the condition ⟨Csσ̆,Rsσ̆⟩ = 0, where Rsσ̆ = (0, 0, 1, 0)
corresponds to the horizontal axis v = 0.

The following algebraic properties of selfadjoint cycles easily follow from the defin-
ition.

EXERCISE I.6.13. Show that:
i. Selfadjoint cycles make a Möbius-invariant family.

ii. A selfadjoint cycle Csσ̆ is defined explicitly by n = 0 in (I.15.3) for both values
σ̆ = ±1.

iii. Any of the following conditions are necessary and sufficient for a cycle to be
selfadjoint:
• All three centres of the cycle coincide.
• At least two centres of the cycle belong to the real line.

From these analytic conditions, we can derive a geometric characterisation of sel-
fadjoint cycles.

EXERCISE I.6.14. Show that selfadjoint cycles have the following implementations
in the point space A:

(e,h): Circles or hyperbolas with their geometric centres on the real line.
(p): Vertical lines, consisting of points (u, v) such that |u− u0| = r for some
u0 ∈ R, r ∈ R+. The cycles are also given by the ∥x− y∥ = r2 in the parabolic
metric defined below in (I.7.3).

Notably, selfadjoint cycles in the parabolic point space were labelled as “parabolic
circles” by Yaglom—see [339, § 7]. On the other hand, Yaglom used the term “parabolic
cycle” for our p-cycle with non-zero k and n.

EXERCISE I.6.15. Show that:
i. Any cycle Csσ̆ = (k, l,n,m) belongs to a pencil spanned by a selfadjoint cycle
HCsσ̆ and the real line

(I.6.7) Csσ̆ = HCsσ̆ + nRsσ̆, where HCsσ̆ = (k, l, 0,m).

This identity is a definition of linear orthogonal projection H from the cycle
space to its subspace of selfadjoint cycles. When does HCsσ̆ is a real cycle?

ii. The decomposition of a cycle into the linear combination of a selfadjoint cycle
and the real line is Möbius-invariant:

g · Csσ̆ = g ·HCsσ̆ + nRsσ̆.

HINT: The first two items are small pieces of linear algebra in an indefinite product
space, see [113, § 2.2].⋄

iii. Cycles Csσ̆ and HCsσ̆ have the same real roots.

We are now equipped to consider the geometrical meaning of all nine types of
cycle orthogonality.
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I.6.3. Ghost Cycles and Orthogonality

For the case of σ̆σ = 1, i.e. when geometries of the cycle and point spaces are both
either elliptic or hyperbolic, σ̆-orthogonality can be expressed locally through tangents
to cycles at the intersection points—see Exercise I.6.3(A). A semi-local condition also
exists: the tangent to one cycle at the intersection point passes the centre of the second
cycle—see Exercise I.6.3(C). We may note that, in the pure parabolic case σ = σ̆ = 0,
the geometric orthogonality condition from Exercise I.6.3(p) can be restated with help
from Exercise I.6.15.i as follows:

COROLLARY I.6.16. Two p-cycles Cp and C̃p are p-orthogonal if the tangent to Cp at its
intersection point with the projectionHC̃p (I.6.7) of C̃p to selfadjoint cycles passes the p-centre
of C̃p.

HINT: In order to reformulate Exercise I.6.3(p) to the present form, it is enough to use Exer-
cises I.6.14(p) and I.6.15.iii.⋄

The three cases with matching geometries in point and cycle spaces are now quite
well unified. Would it be possible to extend such a geometric interpretation of ortho-
gonality to the remaining six (= 9− 3) cases?

Elliptic realisations (in the point space) of Definition I.6.1, i.e. σ = −1, were shown
in Fig. I.1.7 and form the first row in Fig. I.6.3. The left picture in this row corres-
ponds to the elliptic cycle space, e.g. σ̆ = −1. The orthogonality between the red circle
and any circle from the blue or green families is given in the usual Euclidean sense
described in Exercise I.6.3(e,h). In other words, we can decide on the orthogonality
of circles by observing the angles between their tangents at the arbitrary small neigh-
bourhood of the intersection point. Therefore, all circles from either the green or blue
families, which are orthogonal to the red circle, have common tangents at points a and
b respectively.

The central (parabolic in the cycle space) and the right (hyperbolic) pictures show
the the non-local nature of orthogonality if σ ̸= σ̆. The blue family has the intersection
point b with the red circle, and tangents to blue circles at b are different. However,
we may observe that all of them pass the second point d. This property will be used
in Section I.6.5 to define the inversion in a cycle. A further investigation of Fig. I.6.3
reveals that circles from the green family have a common tangent at point a, however
this point does not belong to the red circle. Moreover, in line with the geometric inter-
pretation from Exercise I.6.3(C), the common tangent to the green family at a passes
the p-centre (on the central parabolic drawing) or h-centre (on the right hyperbolic
drawing).

There are analogous pictures in parabolic and hyperbolic point spaces as well and
they are presented in the second and third rows of Fig. I.6.3. The behaviour of green
and blue families of cycles at point a, b and d is similar up to the obvious modification:
the EPH case of the point space coincides with EPH case of the cycle spaces in the
central drawing of the second row and the right drawing of the third row.

Therefore, we will clarify the nature of orthogonality if the locus of such points a
with tangents passing the other cycle’s σ̆-centre are described. We are going to demon-
strate that this locus is a cycle, which we shall call a “ghost”. The ghost cycle is shown
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FIGURE I.6.3. Three types of orthogonality in the three types of the
point space.
Each picture presents two groups (green and blue) of cycles which
are orthogonal to the red cycle Csσ̆. Point b belongs to Csσ̆ and the
family of blue cycles passing through b also intersects at the point d,
which is the inverse of b in Csσ̆. Any orthogonality is reduced to the
usual orthogonality with a new (“ghost”) cycle (shown by the dashed
line), which may or may not coincide with Csσ̆. For any point a on the
“ghost” cycle, the orthogonality is reduced to the semi-local notion in
the terms of tangent lines at the intersection point. Consequently, such
a point a is always the inverse of itself.

by the dashed lines in Fig. I.6.3. To give an analytic description, we need the Heaviside

http://en.wikipedia.org/wiki/Heaviside_step_function
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function χ(σ):

(I.6.8) χ(t) =

{
1, t ⩾ 0;
−1, t < 0.

More specifically, we note the relations χ(σ) = σ if σ = ±1 and χ(σ) = 1 if σ = 0. Thus,
the Heaviside function will be used to avoid the degeneracy of the parabolic case.

DEFINITION I.6.17. For a cycle Cσ̆ in the σ-implementation, we define the associ-
ated (σ̆-)ghost cycle C̆σ̆ by the following two conditions:

i. The χ(σ)-centre of C̆σ̆ coincides with the σ̆-centre of Cσ̆.
ii. The determinant of C̆1

σ is equal to the determinant of Cσ̆σ.

EXERCISE I.6.18. Verify the following properties of a ghost cycle:Í
i. C̆σ coincides with Cσ if σσ̆ = 1.

ii. C̆σ has common roots (real or imaginary) with Cσ.
iii. For a cycle Cσ̆, its p-ghost cycle C̆σ̆ and the non-selfadjoint part HCσ̆ (I.6.7)

coincide.
iv. All straight lines σ̆-orthogonal to a cycle pass its σ̆-centre.

The significance of the ghost cycle is that the σ̆-orthogonality between two cycles
in A is reduced to σ-orthogonality to the ghost cycle.Í

PROPOSITION I.6.19. Let cycles Cσ̆ and C̃σ̆ be σ̆-orthogonal in Aand let C̆σ̆ be the ghost
cycle of Cσ̆. Then:

i. C̃σ̆ and C̆σ̆ are σ-orthogonal in A for seven cases except two cases σ = 0 and σ̆ =
±1.

ii. In the σ-implementation, the tangent line to C̃σ̆ at its intersection point with
(a) the ghost cycle C̆σ, if σ = ±1, or
(b) the non-selfadjoint part HCσ̆ (I.6.7) of the cycle Cσ̆, if σ = 0,

passes the σ̆-centre of Cσ̆, which coincides with the σ-centre of C̆σ.

PROOF. The statement I.6.19.i can be shown by algebraic manipulation, possibly
in CAS. Then, the non-parabolic case I.6.19.ii(a) follows from the first part I.6.19.i,
which reduces non-matching orthogonality to a matching one with the ghost cycle,
and the geometric description of matching orthogonality from Exercise I.6.3. There-
fore, we only need to provide a new calculation for the parabolic case I.6.19.ii(b). Note
that, in the case σ = σ̆ = 0, there is no disagreement between the first and second parts
of the proposition since HCσ̆ = C̃σ̆ due to I.6.18.iii. □

Consideration of ghost cycles does present orthogonality in geometric term, but
it hides the symmetry of this relation. Indeed, it is not obvious that C̃sσ̆ relates to the
ghost of Csσ̆ in the same way as Csσ̆ relates to the ghost of C̃sσ̆.

REMARK I.6.20. Elliptic and hyperbolic ghost cycles are symmetric in the real line
and the parabolic ghost cycle has its centre on it—see Fig. I.6.3. This is an illustration
of the boundary effect from Remarks I.5.3.

http://en.wikipedia.org/wiki/Heaviside_step_function
http://en.wikipedia.org/wiki/Heaviside_step_function
http://en.wikipedia.org/wiki/Heaviside_step_function
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Finally, we note that Proposition I.6.19 expresses σ̆-orthogonality through the σ̆-
centre of cycles. It illustrates the meaningfulness of various centres within our ap-
proach which may not be so obvious at the beginning.

I.6.4. Actions of FSCc Matrices

Definition I.4.11 associates a 2 × 2-matrix to any cycle. These matrices can be
treated analogously to elements of SL2(R) in many respects. Similar to the SL2(R)
action (I.3.24), we can consider a fraction-linear transformation on the point space A
defined by a cycle and its FSCc matrix

(I.6.9) Csσ : w 7→ Csσ(w) =
(l+ ιsn)w̄−m

kw̄+ (−l+ ιsn)
,

where Csσ is, as usual (I.4.5),

Csσ =

(
l+ ιsn −m
k −l+ ιsn

)
and w = u+ ιv, σ = ι2.

EXERCISE I.6.21. Check that w = u+ ιv ∈ A is a fixed point of the map C−σ
σ (I.6.9)

if and only if the σ-implementation of C−σ
σ passes w. If det C̃sσ ̸= 0 then the second

iteration of the map is the identity.

We can also extend the conjugated action (I.4.7) on the cycle space from SL2(R)

to cycles. Indeed, a cycle C̃sσ̆ in the matrix form acts on another cycle Csσ̆ by the σ̆-
similarity

(I.6.10) C̃s1σ̆ : Csσ̆ 7→ −C̃s1σ̆ C
s
σ̆C̃

s1
σ̆ .

The similarity can be considered as a transformation of the cycle space P3 to itself due
to the following result.

EXERCISE I.6.22. Check that: Í
i. The cycle σ̆-similarity (I.6.10) with a cycle C̃sσ̆, where det C̃sσ̆ ̸= 0, preserves

the structure of FSCc matrices and C̃s1σ̆ is its fixed point. In a non-singular
case, det C̃sσ̆ ̸= 0, the second iteration of similarity is the identity map.

ii. The σ̆-similarity with a σ̆-zero-radius cycle Zsσ̆ always produces this cycle.
iii. The σ̆-similarity with a cycle (k, l,n,m) is a linear transformation of the cycle

space R4 with the matrix
km− detCσ̆ −2kl 2σ̆kn k2

lm −2l2 − detCσ̆ 2σ̆ln kl
nm −2nl 2σ̆n2 − detCσ̆ kn
m2 −2ml 2σ̆mn km− detCσ̆



=


k
l
n
m

 · (m −2l 2σ̆n k
)
− det(Cσ̆) · I4×4 .

Note the apparent regularity of its entries.
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REMARK I.6.23. Here is another example where usage of complex (dual or double)
numbers is different from Clifford algebras. In order to use commutative hypercom-
plex numbers, we require the complex conjugation for the cycle product (I.5.3), linear-
fractional transformation (I.6.9) and cycle similarity (I.6.10). Non-commutativity of
Clifford algebras allows us to avoid complex conjugation in all these formulae—see
Appendix B.5. For example, the reflection in the real line (complex conjugation) is

given by matrix similarity with the corresponding matrix
(
e1 0
0 −e1

)
.

A comparison of Exercises I.6.21 and I.6.22 suggests that there is a connection
between two actions (I.6.9) and (I.6.10) of cycles, which is similar to the relation SL2(R)
actions on points and cycles from Lemma I.5.20.

EXERCISE I.6.24. Letting det C̃sσ̆ ̸= 0, show that:
i. The σ̆-similarity (I.6.10) σ̆-preserves the orthogonality relation (I.6.1). MoreÍ

specifically, if Ċsσ̆ and C̈sσ̆ are matrix similarity (I.6.10) of cycles Csσ̆ and Ĉsσ̆,
respectively, with the cycle C̃s1σ̆ , then〈

Ċsσ̆, C̈
s
σ̆

〉
=
〈
Csσ̆, Ĉ

s
σ̆

〉
(det C̃sσ̆)

2.

HINT: Note that C̃sσ̆C̃
s
σ̆ = −det(C̃sσ̆)I, where I is the identity matrix. This is a particular

case of the Vahlen condition, see [100, Prop. 2]. Thus, we have

Ċsσ̆C̈
s
σ̆ = −C̃s1σ̆ C

s
σ̆Ĉ

s
σ̆C̃

s1
σ̆ · det C̃sσ̆.

The final step uses the invariance of the trace under the matrix similarity. A CAS
calculation is also provided.⋄

ii. The image Z̃sσ = Cs2σ Z
s1
σ C

s2
σ of a σ-zero-radius cycle Z̃s1σ under the similar-Í

ity (I.6.10) is a σ-zero-radius cycle Z̃s1σ . The (s1s2)-centre of Z̃sσ̆ is the linear-
fractional transformation (I.6.9) of the (s2/s1)-centre of Zsσ̆.

iii. Both formulae (I.6.9) and (I.6.10) define the same transformation of the point
space A, with σ = σ̆ ̸= 0. Consequently, the linear-fractional transforma-
tion (I.6.9) maps cycles to cycles in these cases. HINT: This part follows from the
first two items and Proposition I.6.8.⋄

iv. There is a cycle Csσ such that neither map of the parabolic point space D rep-Í
resents similarity with Csσ. HINT: Consider C̃sσ = (1, 0, 1

2
,−1) and a cycle Csσ

passing point (u, v). Then the similarity of Csσ with C̃sσ passes the point T(u, v) =

( 1+v
u

, v+v
2

u2 ) if and only if either
• Csσ is a straight line, or
• (u, v) belongs to C̃sσ and is fixed by the above map T .

That is, the map T of the point space D serves flat cycles and C̃sσ but no others. Thus,
there is no map of the point space which is compatible with the cycle similarity for an
arbitrary cycle.⋄

Several demonstrations of inversion are provided in Fig. I.6.4. The initial setup
is shown in Fig. I.6.4(a)—the red unit circle and the grid of horizontal (green) and
vertical (blue) straight lines. It is very convenient in this case that the grid is formed
by two orthogonal pencils of cycles, which can be considered to be of any EPH type.
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(a) (b)

(c) (d)

FIGURE I.6.4. Three types of inversions of the rectangular grid. The
initial rectangular grid (a) is inverted elliptically in the unit circle
(shown in red) in (b), parabolically in (c) and hyperbolically in (d).
The blue cycle (collapsed to a point at the origin in (b)) represent the
image of the cycle at infinity under inversion.

Figure I.6.4(b) shows e-inversion of the grid in the unit circle, which is, of course, the
locus of fixed points. Straight lines of the rectangular grid are transformed to circles,
but orthogonality between them is preserved—see Exercise I.6.24.i.

Similarly, Fig. I.6.4(c) presents the result of p-inversion in the degenerated para-
bolic cycle u2 − 1 = 0. This time the grid is mapped to two orthogonal pencils of
parabolas and vertical lines. Incidentally, due to the known optical illusion, we per-
ceive these vertical straight lines as being bent.

Finally, Fig. I.6.4(d) demonstrates h-inversion in the unit hyperbola u2−v2−1 = 0.
We again obtained two pencils of orthogonal hyperbolas. The bold blue cycles—the
dot at the origin in (b), vertical line in (c) and two lines (the light cone) in (d)—will be
explained in Section I.8.1. Further details are provided by the following exercise.

EXERCISE I.6.25. Check that the rectangular grid in Fig. I.6.4(a) is produced by ho- Í
rizontal and vertical lines given by quadruples (0, 0, 1,m) and (0, 1, 0,m), respectively.

The similarity with the cycle (1, 0, 0,−1) sends a cycle (k, l,n,m) to (m, l,n,k). In
particular, the image of the grid are cycles (m, 0, 1, 0) and (m, 1, 0, 0).
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We conclude this section by an observation that cycle similarity is similar to a
mirror reflection, which preserves the directions of vectors parallel to the mirror and
reverses vectors which are orthogonal.

EXERCISE I.6.26. Let det C̃sσ̆ ̸= 0. Then, for similarity (I.6.10) with C̃sσ̆:Í
i. Verify the identities

−C̃s1σ̆ C̃
s
σ̆C̃

s1
σ̆ = detσ̆(C̃

s1
σ̆ ) · C̃s1σ̆ and

− C̃σ̆Cσ̆C̃σ̆ = −detσ̆(C̃σ̆) · Cσ̆,
where Csσ̆ is a cycle σ̆-orthogonal to C̃σ̆. Note the difference in the signs in the
right-hand sides of both identities.

ii. Describe all cycles which are fixed (as points in the projective space P3) by the
similarity with the given cycle C̃sσ̆. HINT: Use a decomposition of a generic cycle
into a sum C̃sσ̆ and a cycle orthogonal to C̃sσ̆ similar to (I.6.7).⋄

As we will see in the next section, these orthogonal reflections in the cycle space
correspond to “bent” reflections in the point space.

I.6.5. Inversions and Reflections in Cycles

The maps in point and cycle spaces considered in the previous section were in-
troduced from the action of FSCc matrices of cycles. They can also be approached
from the more geometrical viewpoint. There are at least two natural ways to define an
inversion in a cycle:

• One possibility uses orthogonality from Section I.6.1. As we can observe from
Fig. I.6.3, all cycles from the blue family passing the point b also meet again
at the point d. This defines a correspondence b↔ d on the point space.
• Another option defines “reflections in cycles”. The mirror reflection z → z̄

in the horizontal axis is a fundamental operation. If we transform a generic
cycle to the real line, then we can extend the notion of reflection to the cycle.

We can formalise the above observations as follows.

DEFINITION I.6.27. For a given cycle Csσ, we define two maps of the point space A
associated to it:

i. A σ̆-inversion in a σ-cycle Csσ sends a point b ∈ A to the second point d of the
intersection of all σ-cycles σ̆-orthogonal to Csσ and passing through b—see
Fig. I.6.3.

ii. A σ̆-reflection in a σ-cycleCsσ is given byM−1RM, whereM is a σ̆-similarity (I.6.10)
which sends the σ-cycle Csσ into the horizontal axis and R is the mirror reflec-
tion of A in that axis.

We are going to see that inversions are given by (I.6.9) and reflections are ex-
pressed through (I.6.10), thus they are essentially the same for EH cases in light of
Exercise I.6.24.i. However, some facts are easier to establish using the inversion and
others in terms of reflection. Thus, it is advantageous to keep both notions. Since we
have three different EPH orthogonalities between cycles for every type of point space,
there are also three different inversions in each of them.
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EXERCISE I.6.28. Prove the following properties of inversion: Í
i. Let a cycle C̃sσ̆ be σ̆-orthogonal to a cycle Csσ̆ = (k, l,n,m). Then, for any

point u1 + ιv1 ∈ A (ι2 = σ) belonging to σ-implementation of C̃sσ̆, this im-
plementation also passes through the image of u1 + ιv1 under the Möbius
transform (I.6.9) defined by the matrix Cσ̆σ:

(I.6.11) u2 + ιv2 = Cσ̆σ(u1 − ιv1) =

(
l+ ισ̆n −m
k −l+ ισ̆n

)
(u1 − ιv1).

Thus, the point u2 + ιv2 is the inversion of u1 + ιv1 in Csσ̆.
ii. Conversely, if a cycle C̃sσ̆ passes two different points u1 + ιv1 and u2 + ιv2

related through (I.6.11), then C̃sσ̆ is σ̆-orthogonal to Csσ̆.
iii. If a cycle C̃sσ̆ is σ̆-orthogonal to a cycle Csσ̆, then the σ̆-inversion in Csσ̆ sends

C̃sσ̆ to itself.
iv. σ̆-inversion in the σ-implementation of a cycle Csσ̆ coincides with σ-inversion

in its σ̆-ghost cycle C̆sσ̆.

Note the interplay between parameters σ and σ̆ in the above statement I.6.28.i.
Although we are speaking about σ̆-orthogonality, we take the Möbius transforma-
tion (I.6.11) with the imaginary unit ι such that ι2 = σ (as the signature of the point
space). On the other hand, the value σ̆ is used there as the s-parameter for the cycle
Cσ̆σ.

PROPOSITION I.6.29. The reflection I.6.27.ii of a zero-radius cycle Zsσ̆ in a cycle Csσ̆ is
given by the similarity Csσ̆Z

s
σ̆C

s
σ̆.

PROOF. Let a cycle C̃sσ̆ have the property C̃sσ̆C
s
σ̆C̃

s
σ̆ = Rsσ̆, where Rsσ̆ is the cycle

representing the real line. Then, C̃sσ̆R
s
σ̆C̃

s
σ̆ = Csσ̆, since C̃sσ̆C̃

s
σ̆ = C̃sσ̆C̃

s
σ̆ = −det C̃sσ̆I.

The mirror reflection in the real line is given by the similarity with Rsσ̆, therefore the
transformation described in I.6.27.ii is a similarity with the cycle C̃sσ̆R

s
σ̆C̃

s
σ̆ = Csσ̆ and,

thus, coincides with (I.6.11). □

COROLLARY I.6.30. The σ̆-inversion with a cycle Csσ̆ in the point space A coincides with
σ̆-reflection in Csσ̆.

The auxiliary cycle C̃sσ̆ from the above proof of Prop. I.6.29 is of separate interest
and can be characterised in the elliptic and hyperbolic cases as follows. Í

EXERCISE I.6.31. Let Csσ̆ = (k, l,n,m) be a cycle such that σ̆detCsσ̆ > 0 for σ̆ ̸= 0.
Let us define the cycle C̃sσ̆ by the quadruple (k, l,n±

√
σ̆detCsσ̆,m). Then:

i. C̃sσ̆C
s
σ̆C̃

s
σ̆ = R and C̃sσ̆RC̃sσ̆ = Csσ̆.

ii. C̃sσ̆ and Csσ̆ have common roots.
iii. In the σ̆-implementation, the cycle Csσ̆ passes the centre of C̃sσ̆.

HINT: One can directly observe I.6.31.ii for real roots, since they are fixed points of the inversion.
Also, the transformation of Csσ̆ to a flat cycle implies that Csσ̆ passes the centre of inversion,
hence I.6.31.iii. There is also a CAS calculation for this.⋄
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Inversions are helpful for transforming pencils of cycles to the simplest possible
form.

EXERCISE I.6.32. Check the following:Í
i. Let the σ-implementation of a cycle Csσ pass the σ-centre of a cycle C̃sσ. Then,

the σ-reflection of Csσ in C̃sσ is a straight line.
ii. Let two cycles Csσ and C̃sσ intersect in two points P, P ′ ∈ A such that P −
P ′ is not a divisor of zero in the respective number system. Then, there is
an inversion which maps the pencil of cycles orthogonal to Csσ and C̃sσ (see
Exercise I.6.10.ii) into a pencil of concentric cycles. HINT: Make an inversion
into a cycle with σ-centre P, then Csσ and C̃sσ will be transformed into straight lines
due to the previous item. These straight lines will intersect in a finite point P ′′ which
is the image of P ′ under the inversion. The pencil orthogonal to Csσ and C̃sσ will be
transformed to a pencil orthogonal to these two straight lines. A CAS calculations
shows that all cycles from the pencil have σ-centre at P ′′.⋄

A classical source of the above result in inversive geometry [71, Thm. 5.71] tells
that an inversion can convert any pair of non-intersecting circles to concentric ones.
This is due to the fact that an orthogonal pencil to the pencil generated by two non-
intersecting circles always passes two special points—see Exercise I.6.10.iii for further
development.

Finally, we compare our consideration for the parabolic point space with Yaglom’s
book. The Möbius transformation (I.6.9) and the respective inversion illustrated by
Fig. I.6.4(c) essentially coincide with the inversion of the first kind from [339, § 10]. Ya-
glom also introduces the inversion of the second kind, see [339, § 10]. For a parabola
v = k(u− l)2 +m, he defined the map of the parabolic point space to be

(I.6.12) (u, v) 7→ (u, 2(k(u− l)2 +m) − v),

i.e. the parabola bisects the vertical line joining a point and its image. There are also
other geometric characterisations of this map in [339], which make it very similar to the
Euclidean inversion in a circle. Here is the resulting expression of this transformation
through the usual inversion in parabolas:Í

EXERCISE I.6.33. The inversion of the second kind (I.6.12) is a composition of three
Möbius transformations (I.6.9) defined by cycles (1, l, 2m, l2 +m/k), (1, l, 0, l2 +m/k)
and the real line in the parabolic point space D.

Möbius transformations (I.6.9) and similarity (I.6.12) with FSCc matrices map cycles
to cycles just like matrices from SL2(R) do. It is natural to ask for a general type of
matrices sharing this property. For this, see works [65, 100, 289] which deal with more
general elliptic and hyperbolic (but not parabolic) cases. It is beyond the scope of our
consideration since it derails from the geometry of SL2(R). We only mention the rôle
of the Vahlen condition, Csσ̆C

s
σ̆ = −det(Csσ̆)I, used in Exercise I.6.24.i.

I.6.6. Higher-order Joint Invariants: Focal Orthogonality

Considering Möbius action (I.1.1), there is no need to be restricted to joint invari-
ants of two cycles and a bilinear form. Indeed, for any polynomial p(x1, x2, . . . , xn) of
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several non-commuting variables, one may define an invariant joint disposition of n
cycles jCsσ̆ by the condition

(I.6.13) trp(1Csσ̆,
2Csσ̆, . . . ,

nCsσ̆) = 0,

where the polynomial of FSCc matrices is defined through standard matrix algebra.
To create a Möbius invariant which is not affected by the projectivity in the cycle space
we can either

• use a polynomial pwhich is homogeneous in every variable xi, or
• substitute variables xi with the cycles’ det-normalised FSCc matrices.

Furthermore, for any two polynomials p(x1, x2, . . . , xn) and q(x1, x2, . . . , xn) such that
for each variable xi the orders of homogeneity of p and q are equal, the value

trp(1Csσ̆,
2Csσ̆, . . . ,

nCsσ̆)

trq(1Csσ̆,
2Csσ̆, . . . ,

nCsσ̆)

is a Möbius invariant. The simplest and yet most important realisation of this concept
is the cycles cross ratio in § I.12.3

Let us construct some lower-order realisations of (I.6.13). In order to be essentially
different from the previously considered orthogonality, such invariants may either
contain non-linear powers of the same cycle, or accommodate more than two cycles.
In this respect, consideration of higher-order invariants is similar to a transition from
Riemannian to Finsler geometry [62,107]. The latter is based on the replacement of the
quadratic line element gij dxi dxj in the tangent space by a more complicated function.

A further observation is that we can simultaneously study several invariants of
various orders and link one to another by some operations. There are some standard
procedures changing orders of invariants working in both directions:

i. Higher-order invariants can be built on top of those already defined;
ii. Lower-order invariants can be derived from higher ones.

Consider both operations as an example. We already know that a similarity of a cycle
with another cycle produces a new cycle. The cycle product of the latter with a third
cycle creates a joint invariant of these three cycles

(I.6.14)
〈
1Csσ̆

2Csσ̆
1Csσ̆,

3Csσ̆
〉
,

which is built from the second-order invariant ⟨·, ·⟩. Now we can reduce the order
of this invariant by fixing 3Csσ̆ to be the real line, since it is SL2(R)-invariant. This
invariant deserves special consideration. Its geometrical meaning is connected to the
matrix similarity of cycles (I.6.10) (inversion in cycles) and orthogonality.

DEFINITION I.6.34. A cycle C̃sσ̆ is σ̆-focal orthogonal (or fσ̆-orthogonal) to a cycle Csσ̆ if
the σ̆-reflection of Csσ̆ in C̃sσ̆ is σ̆-orthogonal (in the sense of Definition I.6.1) to the real
line. We denote it by C̃sσ̆ ⊣ Csσ̆.

REMARK I.6.35. This definition is explicitly based on the invariance of the real line
and is an illustration to the boundary value effect from Remark I.5.3.

EXERCISE I.6.36. f-orthogonality is equivalent to either of the following
i. The cycle C̃sσ̆C

s
σ̆C̃

s
σ̆ is a selfadjoint cycle, see Definition I.6.12.
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ii. Analytical condition:

(I.6.15)
〈
C̃sσ̆C

s
σ̆C̃

s
σ̆,R

s
σ̆

〉
= tr(C̃sσ̆C

s
σ̆C̃

s
σ̆R
s
σ̆) = 0.

REMARK I.6.37. It is easy to observe the following:
i. f-orthogonality is not symmetric: Csσ̆ ⊣ C̃sσ̆ does not imply C̃sσ̆ ⊣ Csσ̆.

ii. Since the horizontal axis Rsσ̆ and orthogonality (I.6.1) are SL2(R)-invariant
objects, f-orthogonality is also SL2(R)-invariant.

However, an invariance of f-orthogonality under inversion of cycles required some
study since, in general, the real line is not invariant under such transformations.Í

EXERCISE I.6.38. The image Ĉs1σ̆ R
s
σ̆Ĉ

s1
σ̆ of the real line under inversion in Ĉs1σ̆ =

(k, l,n,m) with s ̸= 0 is the cycle

(2ss1σ̆kn, 2ss1σ̆ln, −det(Cs1σ̆ ), 2ss1σ̆mn).

It is the real line again if det(Cs1σ̆ ) ̸= 0 and either

i. s1n = 0, in which case it is a composition of SL2(R)-action by
(
l −m
k −l

)
and

the reflection in the real line, or
ii. σ̆ = 0, i.e. the parabolic case of the cycle space.

If either of two conditions is satisfied then f-orthogonality C̃sσ̆ ⊣ Csσ̆ is preserved by the
σ̆-similarity with Ĉs1σ̆ .

The following explicit expressions of f-orthogonality reveal further connections
with cycles’ invariants.Í

EXERCISE I.6.39. f-orthogonality of C̃sσ̆ to Cs1σ̆ is given by either of the equivalent
identities

sn(̃l2 + σ̆s21ñ
2 − m̃k̃) + s1ñ(mk̃− 2l̃l+ km̃) = 0 or

ndet(C̃1
σ̆) + ñ

〈
C1
σ̆, C̃

1
σ̆

〉
= 0, if s = s1 = 1.

The f-orthogonality may again be related to the usual orthogonality through an
appropriately chosen f-ghost cycle, cf. Proposition I.6.19:Í

PROPOSITION I.6.40. Let Csσ̆ be a cycle. Then, its f-ghost cycle C̆σ̆σ̆ = C
χ(σ)
σ̆ Rσ̆σ̆C

χ(σ)
σ̆

is the reflection of the real line in Cχ(σ)σ̆ , where χ(σ) is the Heaviside function (I.6.8). Then:

i. Cycles C1
σ̆ and C̆σ̆σ̆ have the same roots.

ii. The χ(σ)-centre of C̆σ̆σ̆ coincides with the (−σ̆)-focus of Csσ̆, consequently all straight
lines σ̆-f-orthogonal to Csσ̆ pass its (−σ̆)-focus.

iii. f-inversion in Csσ̆ defined from f-orthogonality (see Definition I.6.27.i) coincides with
the usual inversion in C̆σ̆σ̆.

Note the above intriguing interplay between the cycle’s centres and foci. It also ex-
plains our choice of name for focal orthogonality, cf. Definition I.6.17.i. f-Orthogonality
and the respective f-ghost cycles are presented in Fig. I.6.5, which uses the same outline
and legend as Fig. I.6.3.
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FIGURE I.6.5. Focal orthogonality of cycles. In order to highlight both
the similarities and distinctions with the ordinary orthogonality, we
use the same notations as in Fig. I.6.3.

The definition of f-orthogonality may look rather extravagant at first glance. How-
ever, it will find new support when we again consider lengths and distances in the next
chapter. It will also be useful for infinitesimal cycles, cf. Section I.7.5.

Of course, it is possible and meaningful to define other interesting higher-order
joint invariants of two or even more cycles.





LECTURE I.7

Metric Invariants in Upper Half-Planes

So far, we have discussed only invariants like orthogonality, which are related to
angles. However, geometry, in the plain meaning of the word, deals with measure-
ments of distances and lengths. We will derive metrical quantities from cycles in a way
which shall be Möbius-invariant.

I.7.1. Distances

Cycles are covariant objects performing as “circles” in our three EPH geometries.
Now we play the traditional mathematical game: turn some properties of classical objects
into definitions of new ones.

DEFINITION I.7.1. The σ̆-radius rσ̆ of a cycle Csσ̆, if squared, is equal to the minus
σ̆-determinant of the cycle’s k-normalised (see Definition I.5.5) matrix, i.e.

(I.7.1) r2σ̆ = −
⟨Csσ̆,Csσ̆⟩

2k2
= −

detCsσ̆
k2

=
l2 − σ̆s2n2 − km

k2
.

As usual, the σ̆-diameter of a cycle is two times its radius.

The expression (I.7.1) for radius through the invariant cycle product resembles the
definition of the norm of a vector in an inner product space [164, § 5.1].

EXERCISE I.7.2. Check the following geometrical content of the formula (I.7.1):
(e,h): The value of (I.7.1) is the usual radius of a circle or hyperbola given by the

equation k(u2 − σv2) − 2lu− 2nv+m = 0.
(p): The diameter of a parabola is the (Euclidean) distance between its (real)

roots, i.e. solutions of ku2 − 2lu +m = 0, or roots of its “adjoint” parabola
−ku2 + 2lu+m− 2l2

k
= 0 (see Fig. I.1.9(a)).

EXERCISE I.7.3. Check the following relations: Í
i. The σ̆-radius of a cycle Csσ̆ is equal to 1/k, where k is the (2, 1)-entry of the

det-normalised FSCc matrix (see Definition I.5.5) of the cycle.
ii. Let uσ̆ be the second coordinate of a cycle’s σ̆-focus and f be its focal length.

Then, the square of the cycle’s σ̆-radius is

r2σ̆ = −4fuσ̆.

iii. Cycles (I.5.8) have zero σ̆-radius, thus Definitions I.5.13 and I.7.1 agree.

89
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An intuitive notion of a distance in both mathematics and everyday life is usually
of a variational nature. We naturally perceive a straight line as the route of the shortest
distance between two points. Then, we can define the distance along a curved path
through an approximation. This variational nature is also echoed in the following
definition:

DEFINITION I.7.4. The (σ, σ̆)-distance dσ,σ̆(P,P ′) between two points P and P ′ is
the extremum of σ̆-diameters for all σ-implementations of cycles passing P and P ′.

It is easy to see that the distance is a symmetric function of two points.Í
LEMMA I.7.5. The distance between two points P = u + ιv and P ′ = u ′ + ιv ′ in the

elliptic or hyperbolic spaces is

(I.7.2) d2σ,σ̆(P,P
′) =

σ̆((u− u ′)2 − σ(v− v ′)2) + 4(1− σσ̆)vv ′

(u− u ′)2σ̆− (v− v ′)2
((u−u ′)2−σ(v− v ′)2),

and, in parabolic space, it is (see Fig. I.1.9(b) and also [339, (5), p. 38])

(I.7.3) d2p,σ̆(y,y
′) = (u− u ′)2.

PROOF. Let Cσs (l) be the family of cycles passing through both points (u, v) and
(u ′, v ′) (under the assumption v ̸= v ′) and parametrised by its coefficient l, which is
the first coordinate of the cycle’s centre. By a symbolic calculation in CAS, we found
that the only critical point of det(Cσs (l)) is

(I.7.4) l0 =
1

2

(
(u ′ + u) + (σ̆σ− 1)

(u ′ − u)(v2 − v ′2)
(u ′ − u)2σ̆− (v− v ′)2

)
.

Note that, for the case σσ̆ = 1, i.e. when both point and cycle spaces are simultan-
eously either elliptic or hyperbolic, this expression reduces to the expected midpoint
l0 = 1

2 (u + u ′). Since, in the elliptic or hyperbolic case, the parameter l can take any
real value, the extremum of det(Cσs (l)) is reached in l0 and is equal to (I.7.2), again
calculated by CAS. A separate calculation for the case v = v ′ gives the same answer.

In the parabolic case, possible values of l are either in the ranges (−∞, 1
2 (u + u ′))

or (12 (u + u ′),∞), or only l = 1
2 (u + u ′) since, for that value, a parabola should

flip between the upward and downward directions of its branches. In any of these
cases, the extreme value corresponds to the boundary point l = 1

2 (u+u ′) and is equal
to (I.7.3). □

To help understand the complicated identity (I.7.2), we may observe that

d2e,e(P,P
′) = (u− u ′)2 + (v− v ′)2, for elliptic values σ = σ̆ = −1,

d2h,h(P,P
′) = (u− u ′)2 − (v− v ′)2, for hyperbolic values σ = σ̆ = 1.

These are familiar expressions for distances in the elliptic and hyperbolic spaces. How-
ever, for other cases (such that σσ̆ = −1 or 0) quite different results are obtained. For
example, d2σ,σ̆(P,P

′) does not tend to 0 if P → P ′ in the usual sense.

EXERCISE I.7.6. Show that:
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i. In the three cases σ = σ̆ = −1, 0 or 1, which were typically studied in the lit-
erature, the above distances are conveniently defined through the arithmetic
of corresponding numbers:

(I.7.5) d2σ,σ(u+ ιv) = (u+ vι)(u− vι) = ww̄.

ii. Unless σ = σ̆, the parabolic distance dp,σ̆ (I.7.3) is not obtained from (I.7.2) by
the substitution σ = 0.

iii. If cycles Csσ̆ and C̃sσ̆ are k-normalised, then〈
Csσ̆ − C̃sσ̆,C

s
σ̆ − C̃sσ̆

〉
= 2 det(Csσ̆ − C̃sσ̆) = −2d2σ̆,σ̆(P, P̃),

where P and P̃ are e- or h-centres of Csσ̆ and C̃sσ̆. Therefore, we can rewrite the
relation (I.5.5) for the cycle product〈

Csσ̆, C̃
s
σ̆

〉
= d2σ̆,σ̆(P, P̃) − r

2
σ̆ − r̃2σ̆,

using rσ̆ and r̃σ̆—the σ̆-radii of the respective cycles. In particular, cf. (I.5.9),〈
Zsσ̆, Z̃

s
σ̆

〉
= d2σ̆,σ̆(P, P̃),

for k-normalised σ̆-zero-radius cycles Zsσ̆ and Z̃sσ̆ with centres P and P̃. From
Exercise I.5.21 we can also derive that d2σ̆,σ̆(P, P̃) is equal to the power of the
point P (P̃) with respect to the cycle Z̃sσ̆ (Zsσ̆).

Using the notation d2σ,σ(P) = d2σ,σ(0,P), we can now rewrite the identities (I.3.36)–
(I.3.37) as:

(uu ′ − σvv ′)2 = cos2σ(P,P
′)d2σ,σ(P)d

2
σ,σ(P

′) ,

(uv ′ − vu ′)2 = sin2σ(P,P
′)d2σ,σ(P)d

2
σ,σ(P

′) .

The distance allows us to expand the result for all EPH cases, which is well known
in the cases of circles [71, § 2.1] and parabolas [339, § 10].

EXERCISE I.7.7. Show that the power of a point W with respect to a cycle (see Í
Definition I.3.18) is the product dσ(W,P) ·dσ(W,P ′) of (σ,σ)-distances (I.7.5), where P
and P ′ are any two points of the cycle which are collinear withW. HINT: Take P = (u, v)

and P ′ = (u ′, v ′). Then, any collinear W is (tu + (1 − t)u ′, tv + (1 − t)v ′) for some t ∈ R.
Furthermore, a simple calculation shows that dσ(y, z) · dσ(z,y ′) = t(t − 1)d2σ(y,y

′). The last
expression is equal to the power ofW with respect to the cycle—this step can be done by CAS.⋄ Í

EXERCISE I.7.8. Let two cycles have e-centres P and P ′ with σ̆-radii rσ̆ and r ′σ̆.
Then, the (σ̆, σ̆)-power of one cycle with respect to another from Definition I.5.22 is, cf.
the elliptic case in (I.5.10),

d2σ̆,σ̆(P,P
′) − r2σ̆ − r′2σ̆

2rσ̆ r
′
σ̆

.
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I.7.2. Lengths

During geometry classes, we often make measurements with a compass, which is
based on the idea that a circle is a locus of points equidistant from its centre. We can expand
it for all cycles with the following definition:

DEFINITION I.7.9. The (σ, σ̆, σ̊)-length from the σ̊-centre (from the σ̊-focus) of a dir-
ected interval

−→
AB is the σ̆-radius of the σ-cycle with its σ̊-centre (̊σ-focus) at the point

A which passes through B. These lengths are denoted by lc(
−→
AB) and lf(

−→
AB), respect-

ively.

It is easy to be confused by the triple of parameters σ, σ̆ and σ̊ in this defini-
tion. However, we will rarely operate in such a generality, and some special relations
between the different sigmas will often be assumed. We also do not attach the triple
(σ, σ̆, σ̊) to lc(

−→
AB) and lf(

−→
AB) in formulae, since their values will be clear from the

surrounding text.

EXERCISE I.7.10. Check the following properties of the lengths:
i. The length is not a symmetric function of two points (unlike the distance).

ii. A cycle is uniquely defined by its elliptic or hyperbolic centre and a point
which it passes. However, the parabolic centre is not as useful. Consequently,
lengths from the parabolic centre are not properly defined, therefore we al-
ways assume σ̊ = ±1 for lengths from a centre.

iii. A cycle is uniquely defined by any focus and a point which it passes.

We now turn to calculations of the lengths.

LEMMA I.7.11. For two points P = u+ ιv, P ′ = u ′ + ιv ′ ∈ A:
i. The σ̆-length from the σ̊-centre for σ̊ = ±1 between P and P ′ isÍ

(I.7.6) l2cσ̆(
−−→
PP ′) = (u− u ′)2 − σv ′2 + 2σ̊vv ′ − σ̆v2.

ii. The σ̆-length from the σ̊-focus between P and P ′ isÍ
(I.7.7) l2fσ̆(

−−→
PP ′) = (̊σ− σ̆)p2 − 2vp,

where:

p = σ̊
(
−(v ′ − v)±

√
σ̊(u ′ − u)2 + (v ′ − v)2 − σσ̊v ′2

)
, if σ̊ ̸= 0(I.7.8)

p =
(u ′ − u)2 − σv ′2

2(v ′ − v)
, if σ̊ = 0.(I.7.9)

PROOF. Identity (I.7.6) is verified with CAS. For the second part, we observe that
a cycle with the σ̊-focus (u, v) passing through (u ′, v ′) ∈ Ahas the parameters:

k = 1, l = u, n = p, m = 2σ̊pv ′ − u ′2 + 2uu ′ + σv ′2.

Then, the formula (I.7.7) is verified by the CAS calculation. □

EXERCISE I.7.12. Check that:
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i. The value of p in (I.7.8) is the focal length of either of the two cycles, which
are, in the parabolic case, upward or downward parabolas (corresponding to
the plus or minus signs) with focus at (u, v) and passing (u ′, v ′).

ii. In the case σσ̆ = 1, the length from the centre (I.7.6) becomes the standard el-
liptic or hyperbolic distance (u−u ′)2−σ(v−v ′)2 obtained in (I.7.2). Since these
expressions appeared both as distances and lengths they are widely used.

On the other hand, in the parabolic point space, we obtain three addi-
tional lengths besides distance (I.7.3):

l2cσ̆(y,y
′) = (u− u ′)2 + 2vv ′ − σ̆v2

parametrised by three values −1, 0 or −1 of σ̆ (cf. Remark I.3.11.i).
iii. The parabolic distance (I.7.3) can be expressed in terms of the focal length

p (I.7.8) as
d2(y,y ′) = p2 + 2(v− v ′)p,

an expression similar to (I.7.7).

I.7.3. Conformal Properties of Möbius Maps

All lengths l(
−→
AB) in A from Definition I.7.9 are such that, for a fixed point A, every

contour line l(
−→
AB) = c is a corresponding σ-cycle, which is a covariant object in the

appropriate geometry. This is also true for distances if σ = σ̆. Thus, we can expect
some covariant properties of distances and lengths.

DEFINITION I.7.13. We say that a distance or a length d is SL2(R)-conformal if, for
fixed y, y ′ ∈ A, the limit

(I.7.10) lim
t→0

d(g · y,g · (y+ ty ′))
d(y,y+ ty ′)

, where g ∈ SL2(R),

exists and its value depends only on y and g and is independent of y ′.

Informally rephrasing this definition, we can say that a distance or length is SL2(R)-
conformal if a Möbius map scales all small intervals originating at a point by the same
factor. Also, since a scaling preserves the shape of cycles, we can restate the SL2(R)-
conformality once more in familiar terms: small cycles are mapped to small cycles. To
complete the analogy with conformality in the complex plane we note that preserva-
tion of angles (at least orthogonality) by Möbius transformations is automatic.

EXERCISE I.7.14. Show SL2(R)-conformality in the following cases:
i. The distance (I.7.2) is conformal if and only if the type of point and cycle spaces Í

are the same, i.e. σσ̆ = 1. The parabolic distance (I.7.3) is conformal only in
the parabolic point space.

ii. The lengths from centres (I.7.6) are conformal for any combination of values Í
of σ, σ̆ and σ̊.

iii. The lengths from foci (I.7.7) are conformal for σ̊ ̸= 0 and any combination of
values of σ and σ̆.
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The conformal property of the distance (I.7.2) and (I.7.3) from Proposition I.7.14.i
is, of course, well known (see [65,339]). However, the same property of non-symmetric
lengths from Proposition I.7.14.ii and I.7.14.iii could hardly be expected. As a pos-
sible reason, one remarks that the smaller group SL2(R) (in comparison to all linear-
fractional transforms of the whole R2) admits a larger number of conformal metrics,
cf. Remark I.5.3.

The exception of the case σ̊ = 0 from the conformality in I.7.14.iii looks disappoint-
ing at first glance, especially in the light of the parabolic Cayley transform considered
later in Section I.10.3. However, a detailed study of algebraic structure invariant un-
der parabolic rotations, see Chapter I.11, will remove obscurity from this case. Indeed,
our Definition I.7.13 of conformality heavily depends on the underlying linear struc-
ture in A—we measure a distance between points y and y+ ty ′ and intuitively expect
that it is always small for small t. As explained in Section I.11.4, the standard linear
structure is incompatible with the parabolic rotations and thus should be replaced by
a more relevant one. More precisely, instead of limits y ′ → y along the straight lines
towards y, we need to consider limits along vertical lines, as illustrated in Fig. I.10.1
and Definition I.11.23.

We will return to the parabolic case of conformality in Proposition I.11.24. An
approach to the parabolic point space and a related conformality based on infinitesimal
cycles will be considered in Section I.7.6.

REMARK I.7.15. The expressions of lengths (I.7.6) and (I.7.7) are generally non-
symmetric and this is a price one should pay for their non-triviality. All symmetric
distances lead only to nine two-dimensional Cayley–Klein geometries, see [116; 130;
131; 284; 339, App. B]. In the parabolic case, a symmetric distance of a vector (u, v)
is always a function of u alone, cf. Remark I.7.21. For such a distance, a parabolic
unit circle consists of two vertical lines (see dotted vertical lines in the second rows
in Figs I.6.3 and I.6.5), which is not aesthetically attractive. On the other hand, the
parabolic “unit cycles” defined by lengths (I.7.6) and (I.7.7) are parabolas, which makes
the parabolic Cayley transform (see Section I.10.3) very natural.

We can also consider a distance between points in the upper half-plane which has
a stronger property than SL2(R)-conformality. Namely, the metric shall be preserved
by SL2(R) action or, in other words, Möbius transformations are isometries for it. We
will study such a metric in Chapter I.9.

I.7.4. Perpendicularity and Orthogonality

In a Euclidean space, the shortest distance from a point to a straight line is provided
by the corresponding perpendicular. Since we have already defined various distances
and lengths, we may use them for a definition of the respective notions of perpendic-
ularity1.

DEFINITION I.7.16. Let l be a length or a distance. We say that a vector
−→
AB is

l-perpendicular to a vector
−→
CD if function l(

−→
AB + t

−→
CD) of a variable t has a local

1This concept is also known as Birkhoff orthogonality [39].
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extremum at t = 0, cf. Fig. I.1.10. This is denoted by
−→
AB⋋l

−→
CD or, simply,

−→
AB⋋

−→
CD if

the meaning of l is clear from the context.

EXERCISE I.7.17. Check that:
i. l-perpendicularity is not a symmetric notion (i.e.

−→
AB ⋋

−→
CD does not imply−→

CD⋋
−→
AB), similar to f-orthogonality—see Section I.6.6.

ii. l-perpendicularity is linear in
−→
CD, i.e.

−→
AB ⋋

−→
CD implies

−→
AB ⋋ r

−→
CD for any

real non-zero r. However, l-perpendicularity is not generally linear in
−→
AB, i.e.−→

AB⋋
−→
CD does not necessarily imply r

−→
AB⋋

−→
CD.

There is a connection between l-perpendicularity and f-orthogonality.

LEMMA I.7.18. Let
−→
AB be lc-perpendicular (lf-perpendicular) to a vector

−→
CD for a length

from the centre (from the focus) defined by the triple (σ, σ̆, σ̊). Then, the flat cycle (straight line)
AB is σ̊-(f-)orthogonal to the σ-cycle Csσ with σ̊-centre ((−σ̊)-focus) at A passing through B.
The vector

−→
CD is tangent at B to the σ-implementation of Csσ.

PROOF. Consider the cycleCsσ with its σ̊-centre atA and passingB in its σ-implementation.
This cycle Csσ is a contour line for a function l(X) = lc(

−→
AX) with the triple (σ, σ̆, σ̊).

Therefore, the cycle separates regions where l(X) < lc(
−→
AB) and l(X) > lc(

−→
AB). The

tangent line to Csσ at B (or, at least, its portion in the vicinity of B) belongs to one of
these two regions, thus l(X) has a local extremum atB. Therefore,

−→
AB is lc-perpendicular

to the tangent line. The line AB is also σ̊-orthogonal to the cycle Csσ̆ since it passes its
σ̊-centre A, cf. Exercise I.6.18.iv.

The second case of lf(
−→
AB) and f-orthogonality can be considered similarly with

the obvious change of centre to focus, cf. Proposition I.6.40.ii. □

Obviously, perpendicularity turns out to be familiar in the elliptic case, cf. Lemma I.7.20.(e)
below. For the two other cases, the description is given as follows: Í

EXERCISE I.7.19. Let A = (u, v) and B = (u ′, v ′). Then

i. d-perpendicular (in the sense of (I.7.2)) to
−→
AB in the elliptic or hyperbolic cases

is a multiple of the vector(
σ(v− v ′)3 − (u− u ′)2(v+ v ′(1− 2σσ̆))

σ̆(u− u ′)3 − (u− u ′)(v− v ′)(−2v ′ + (v+ v ′)σ̆σ)

)
,

which, for σσ̆ = 1, reduces to the expected value (v− v ′,σ(u− u ′)).
ii. d-perpendicular (in the sense of (I.7.3)) to

−→
AB in the parabolic case is (0, t),

t ∈ R which coincides with the Galilean orthogonality defined in [339, § 3].
iii. lcσ̆ -perpendicular (in the sense of (I.7.6)) to

−→
AB is a multiple of (σv ′ − σ̊v,u−

u ′).
iv. lfσ̆ -perpendicular (in the sense of (I.7.7)) to

−→
AB is a multiple of (σv ′+p,u−u ′),

where p is defined either by (I.7.8) or (I.7.9) for corresponding values of σ̊.
HINT: Contour lines for all distances and lengths are cycles. Use implicit derivation of (I.15.3)
to determine the tangent vector to a cycle at a point. Then apply the formula to a cycle which
passes (u ′, v ′) and is a contour line for a distance or length from (u, v).⋄
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It is worth having an idea about different types of perpendicularity in terms of the
standard Euclidean geometry. Here are some examples.

EXERCISE I.7.20. Let
−→
AB = u+ ιv and

−→
CD = u ′ + ιv ′. Then:

(e) In the elliptic case, d-perpendicularity for σ̆ = −1 means that
−→
AB and

−→
CD

form a right angle, or, analytically, uu ′ + vv ′ = 0.
(p) In the parabolic case, lfσ̆ -perpendicularity for σ̆ = 1 means that

−→
AB bisects

the angle between
−→
CD and the vertical direction, or, analytically,

(I.7.11) u ′u− v ′p = u ′u− v ′(
√
u2 + v2 − v) = 0,

where p is the focal length (I.7.8).
(h) In the hyperbolic case, d-perpendicularity for σ̆ = −1 means that the angles

between
−→
AB and

−→
CD are bisected by lines parallel to u = ±v, or, analytically,

u ′u− v ′v = 0. Compare with Exercise I.6.3(A).

REMARK I.7.21. If one attempts to devise a parabolic length as a limit or an inter-
mediate case for the elliptic le = u2 + v2 and hyperbolic lp = u2 − v2 lengths, then the
only possible guess is l ′p = u2 (I.7.3), which is too trivial for an interesting geometry.

Similarly, the only orthogonality condition linking the elliptic u1u2+ v1v2 = 0 and
the hyperbolic u1u2 − v1v2 = 0 cases from the above exercise seems to be u1u2 = 0
(see [339, § 3] and I.7.19.ii), which is again too trivial. This supports Remark I.3.11.ii.

I.7.5. Infinitesimal-radius Cycles

Although parabolic zero-radius cycles defined in I.5.13 do not satisfy our expect-
ations for “smallness”, they are often technically suitable for the same purposes as
elliptic and hyperbolic ones. However, we may want to find something which fits our
intuition about “zero-sized” objects better. Here, we present an approach based on
non-Archimedean (non-standard) analysis—see, for example, [73, 328] for a detailed
exposition.

Following Archimedes, a (positive) infinitesimal number x satisfies

(I.7.12) 0 < nx < 1, for any n ∈ N.

Apart from this inequality infinitesimals obey all other properties of real numbers. In
particular, in our CAS computations, an infinitesimal will be represented by a positive
real symbol and we replace some of its powers by zero if their order of infinitesimality
will admit this. The existence of infinitesimals in the standard real analysis is explicitly
excluded by the Archimedean axiom, therefore the theory operating with infinitesim-
als is known as non-standard or non-Archimedean analysis. We assume from now on
that there exists an infinitesimal number ϵ.

DEFINITION I.7.22. A cycle Csσ̆, such that detCsσ̆ is an infinitesimal number, is
called an infinitesimal radius cycle.Í

EXERCISE I.7.23. Let σ̆ and σ̊ be two metric signs and let a point (u0, v0) ∈ D with
v0 > 0. Consider a cycle Csσ̆ defined by

(I.7.13) Csσ̆ = (1, u0, n, u
2
0 − σ̊n

2 + ϵ2),

http://en.wikipedia.org/wiki/Infinitesimal
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where

(I.7.14) n =


v0 −

√
v20 − (̊σ− σ̆)ϵ2

σ̊− σ̆
, if σ̊ ̸= σ̆,

ϵ2

2v0
, if σ̊ = σ̆.

Then,
i. The point (u0, v0) is σ̊-focus of the cycle.

ii. The square of the σ̆-radius is exactly −ϵ2, i.e. (I.7.13) defines an infinitesimal-
radius cycle.

iii. The focal length of the cycle is an infinitesimal number of order ϵ2.

HINT: Combining two quadratic equations (one defines the squared σ̆-radius, another—v-coordinate
of the focus), we found that n satisfies the equation:

(̊σ− σ̆)n2 − 2v0n+ ϵ2 = 0.

Moreover, only the root from (I.7.14) of the quadratic case σ̊− σ̆ ̸= 0 gives an infinitesimal focal
length. Then, we can find the m component of the cycle. The answer is also supported by CAS
calculations.⋄

The graph of cycle (I.7.13) in the parabolic space drawn at the scale of real numbers
looks like a vertical ray starting at its focus, see Fig. I.7.1(a), due to the following result. Í

EXERCISE I.7.24. The infinitesimal cycle (I.7.13) consists of points which are infin-
itesimally close (in the sense of length from focus (I.7.7)) to its focus F = (u0, v0):

(I.7.15) (u0 + ϵu, v0 + v0u
2 + ((σ̆− σ̊)u2 − σ̊)

ϵ2

4v0
+O(ϵ3)).

Note that points below F (in the ordinary scale) are not infinitesimally close to F
in the sense of length (I.7.7), but are in the sense of distance (I.7.3). Thus, having the
set of points on the infinitesimal distance from an unknown point F we are not able to
identify F. However, this is possible from the set of points on the infinitesimal length
from F. Figure I.7.1(a) shows elliptic, hyperbolic concentric and parabolic confocal cycles
of decreasing radii which shrink to the corresponding infinitesimal-radius cycles.

It is easy to see that infinitesimal-radius cycles have properties similar to zero-
radius ones, cf. Lemma I.5.20. Í

EXERCISE I.7.25. The image of SL2(R)-action on an infinitesimal-radius cycle (I.7.13)
by conjugation (I.4.7) is an infinitesimal-radius cycle of the same order. The image of
an infinitesimal cycle under cycle conjugation is an infinitesimal cycle of the same or
lesser order.

Consideration of infinitesimal numbers in the elliptic and hyperbolic cases should
not bring any advantages since the (leading) quadratic terms in these cases are non-
zero. However, non-Archimedean numbers in the parabolic case provide a more in-
tuitive and efficient presentation. For example, zero-radius cycles are not helpful for
the parabolic Cayley transform (see Section I.10.3), but infinitesimal cycles are their
successful replacements. Another illustration is the second part of the following result
as a useful substitution for Exercise I.6.6.iv.
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(a) (b)

p1,2

h1

h2
e1

e2

FIGURE I.7.1. Zero-radius cycles and the “phase” transition. (a) Zero-
radius cycles in elliptic (black point) and hyperbolic (the red light
cone) cases. The infinitesimal-radius parabolic cycle is the blue ver-
tical ray starting at the focus. (b) Elliptic-parabolic-hyperbolic phase
transition between fixed points of a subgroup. Two fixed points of an
elliptic subgroup collide to a parabolic double point on the boundary
and then decouple into two hyperbolic fixed points on the unit disk.

Í
EXERCISE I.7.26. Let Csσ̆ be the infinitesimal cycle (I.7.13) and C̆sσ̆ = (k, l,n,m) be

a generic cycle. Then:

i. Both the orthogonality conditionCsσ̆ ⊥ C̆sσ̆ (I.6.1) and the f-orthogonality C̆sσ̆ ⊣
Csσ̆ (I.6.15) are given by

ku2
0 − 2lu0 +m = O(ϵ).

In other words, the cycle C̆sσ̆ has the real root u0.
ii. The f-orthogonality (I.6.15) Csσ̆ ⊣ C̆sσ̆ is given by

(I.7.16) ku2
0 − 2lu0 − 2nv0 +m = O(ϵ).

In other words, the cycle C̆sσ̆ passes the focus (u0, v0) of the infinitesimal cycle
in the p-implementation.

It is interesting to note that the exotic f-orthogonality became a matching replace-
ment for the usual one for infinitesimal cycles. Unfortunately, f-orthogonality is more
fragile. For example, it is not invariant under a generic cycle conjugation (Exercise I.6.38)
and, consequently, we cannot use an infinitesimal-radius cycle to define a new para-
bolic inversion besides those shown in Fig. I.6.4(c).

I.7.6. Infinitesimal Conformality

An intuitive idea of conformal maps, which is often provided in complex analysis
textbooks for illustration purposes, is that they “send small circles into small circles
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with respective centres”. Using infinitesimal cycles, one can turn it into a precise defin-
ition.

DEFINITION I.7.27. A map of a region of A to another region is l-infinitesimally
conformal for a length l (in the sense of Definition I.7.9) if, for any l-infinitesimal cycle,

i. its image is an l-infinitesimal cycle of the same order and
ii. the image of its centre or focus is displaced from the centre or focus of its

image by an infinitesimal number of a greater order than its radius.

REMARK I.7.28. Note that, in comparison with Definition I.7.13, we now work “in
the opposite direction”. Formerly, we had the fixed group of motions and looked for
corresponding conformal lengths and distances. Now, we take a distance or length
(encoded in the infinitesimally-equidistant cycle) and check which motions respect it.

Natural conformalities for lengths from the centre in the elliptic and parabolic
cases are already well studied. Thus, we are mostly interested here in conformality
in the parabolic case, where lengths from the focus are more relevant. The image of an
infinitesimal cycle (I.7.13) under SL2(R)-action is a cycle. Moreover, it is again an in-
finitesimal cycle of the same order by Exercise I.7.25. This provides the first condition
of Definition I.7.27. The second part fulfils as well. Í

EXERCISE I.7.29. Let C̆sσ̆ be the image under g ∈ SL2(R) of an infinitesimal cycle
Csσ̆ from (I.7.13). Then, the σ̊-focus of C̆sσ̆ is displaced from g(u0, v0) by infinitesimals
of order ϵ2, while both cycles have σ̆-radius of order ϵ.

Consequently, SL2(R)-action is infinitesimally-conformal in the sense of Defini-
tion I.7.27 with respect to the length from the focus (Definition I.7.9) for all combina-
tions of σ, σ̆ and σ̊.

Infinitesimal conformality seems to be intuitively close to Definition I.7.13. Thus,
it is desirable to understand a reason for the absence of exclusion clauses in Exer-
cise I.7.29 in comparison with Exercise I.7.14.iii. Í

EXERCISE I.7.30. Show that, for lengths from foci (I.7.7) and σ̊ = 0, the limit (I.7.10)
at point y0 = u0 + ιv0 does exist but depends on the direction y = u+ ιv:

(I.7.17) lim
t→0

d(g · y0,g · (y0 + ty))
d(y0,y0 + ty)

=
1

(d+ cu0)2 + σc2v20 − 2Kcv0(d+ cu0)
,

where K =
u

v
and g =

(
a b
c d

)
. Thus, the length is not conformal.

However, if we consider points (I.7.15) of the infinitesimal cycle, then K =
ϵu

v0u2
=

ϵ

v0u
. Thus, the value of the limit (I.7.17) at the infinitesimal scale is independent of

y = u+ ιv. It also coincides (up to an infinitesimal number) with the value in (I.11.27),
which is defined through a different conformal condition.

Infinitesimal cycles are also a convenient tool for calculations of invariant meas-
ures, Jacobians, etc.
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REMARK I.7.31. There are further connections between the infinitesimal number
ϵ and the dual unit ε. Indeed, in non-standard analysis, ϵ2 is a higher-order infinites-
imal than ϵ and can effectively be treated as 0 at the infinitesimal scale of ϵ. Thus, it is
simply a more relaxed version of the defining property of the dual unit ε2 = 0. This ex-
plains why many results of differential calculus can be deduced naturally within a dual
numbers framework [58], which naturally absorbs many proofs from non-standard
analysis.

Using this analogy between ϵ and ε, we can think about the parabolic point space
D as a model for a subset of hyperreal numbers R∗ having the representation x+ϵy, with
x and y being real. Then, a vertical line in D (a special line, in Yaglom’s terms [339])
represents a monad, that is, the equivalence class of hyperreals, which are different by
an infinitesimal number. Then, a Möbius transformation of D is an analytic extension
of the Möbius map from the real line to the subset of hyperreals.

The graph of a parabola is a section, that is, a “smooth” choice of a hyperreal rep-
resentative from each monad. Geometric properties of parabolas studied in this work
correspond to results about such choices of representatives and their invariants under
Möbius transformations. It will be interesting to push this analogy further and look
for a flow of ideas in the opposite direction: from non-standard analysis to parabolic
geometry.



LECTURE I.8

Global Geometry of Upper Half-Planes

So far, we have been interested in the individual properties of cycles and (relat-
ively) localised properties of the point space. We now describe some global properties
which are related to the set of cycles as a whole.

I.8.1. Compactification of the Point Space

In giving Definitions I.4.10 and I.4.11 of the maps Q and M on the cycle space, we
did not properly consider their domains and ranges. For example, the point (0, 0, 0, 1) ∈
P3 is transformed by Q to the equation 1 = 0, which is not a valid equation of a conic
section in any point space A. We have also not yet accurately investigated singular
points of the Möbius map (I.3.24). It turns out that both questions are connected.

One of the standard approaches [269, § 1] for dealing with singularities of Möbius
maps is to consider projective coordinates on the real line. More specifically, we as-
sign, cf. Section I.4.4.1, a point x ∈ R to a vector (x, 1), then linear-fractional trans-
formations of the real line correspond to linear transformations of two-dimensional
vectors, cf. (I.1.1) and (I.4.9). All vectors with a non-zero second component can be
mapped back to the real line. However, vectors (x, 0) do not correspond to real num-
bers and represent the ideal element, see [296, Ch. 10] for a pedagogical introduction.
The union of the real line with the ideal element produces the compactified real line. A
similar construction is known for Möbius transformations of the complex plain and its
compactification.

Since we already have a projective space of cycles, we may use it as a model for
compactification of point spaces as well, as it turns out to be even more appropriate
and uniform in all EPH cases. The identification of points with zero-radius cycles, cf.
Exercise I.5.18, plays an important rôle here.

DEFINITION I.8.1. The only irregular point (0, 0, 0, 1) ∈ P3 of the map Q is called
the zero-radius cycle at infinity and is denoted by Z∞. Í

EXERCISE I.8.2. Check the following:
i. Z∞ is the image of the zero-radius cycle Z(0,0) = (1, 0, 0, 0) at the origin un-

der reflection (inversion) into the unit cycle (1, 0, 0,−1)—see blue cycles in
Fig. I.6.4(b)–(d).

ii. The following statements are equivalent:
(a) A point (u, v) ∈ A belongs to the zero-radius cycle Z(0,0) centred at the

origin.
(b) The zero-radius cycleZ(u,v) is σ-orthogonal to the zero-radius cycleZ(0,0).

101
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(c) The inversion z 7→ 1
z

in the unit cycle is singular in the point (u, v).
(d) The image of Z(u,v) under inversion in the unit cycle is orthogonal to Z∞.

If any one of the above statements is true, we also say that the image of (u, v)
under inversion in the unit cycle belongs to the zero-radius cycle at infinity.

HINT: These can be easily obtained by direct calculations, even without a CAS.⋄

(a) (b)

(c)

FIGURE I.8.1. Compactification of A and stereographic projections in
(a) elliptic (b) parabolic and (c) hyperbolic point spaces. The stereo-
graphic projection from the point S defines the one-to-one map P ↔ Q
between points of the plane (point space) and the model—surfaces of
constant curvature. The red point and lines correspond to the light
cone at infinity—the ideal elements of the model.

In the elliptic case, the compactification is done by adding to C a single point ∞
(infinity), which is, of course, the elliptic zero-radius cycle. However, in the parabolic
and hyperbolic cases, singularities of the inversion z 7→ 1

z
are not localised in a single

point. Indeed, the denominator is a zero divisor for the whole zero-radius cycle. Thus,
in each EPH case, the correct compactification is made by the union A∪ Z∞.

It is common to identify the compactification Ċ of the space C with a Riemann
sphere. This model can be visualised by the stereographic projection (or polar projection)
as follows—see Fig. I.8.1(a) and [36, § 18.1.4] for further details. Consider a unit sphere
with a centre at the origin of R3 and the horizontal plane passing the centre. Any non-
tangential line passing the north pole Swill intersect the sphere at another point P and
meet the plane at a point Q. This defines a one-to-one correspondence of the plane
and the sphere within point S. If point Q moves far from the origin the point P shall
approach S. Thus it is natural to associate Swith infinity.

A similar model can also be provided for the parabolic and hyperbolic spaces—
see Fig. I.8.1(b),(c) and further discussion in [130; 339, § 10]. Indeed, the space A can
be identified with a corresponding surface of constant curvature: the sphere (σ = −1),
the cylinder (Fig. I.8.1(b), σ = 0), or the one-sheet hyperboloid (Fig. I.8.1(c), σ = 1).
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The map of a surface to A is given by the polar projection—see Fig. I.8.1(a–c) as well as
[ 130, Fig. 1; 339, Figs 129, 135, 179]. The ideal elements which do not correspond to any
point of the plane are shown in red in Fig. I.8.1. As we may observe, these correspond
exactly to the zero-radius cycles in each case: the point (elliptic), the line (parabolic)
and two lines, that is, the light cone (hyperbolic) at infinity. These surfaces provide
“compact” models of the corresponding A in the sense that Möbius transformations
which are lifted from A to the constant curvature surface by the polar projection are
not singular on these surfaces. A modern presentation of the hyperbolic case and its
quantum field interpretation can be found in [298].

A more accurate realisation of compact models can be achieved through zero-
radius cycles. Exercise I.5.18 tells that a point u + ιv of C (D, O) can be identified
with the elliptic (elliptic, hyperbolic) centre of the zero-radius cycle (1,u, v,u2 − σv2).
Then, ideal elements at infinity can be associated with zero-radius cycles which do not
have finite centres, that is a cycle C = (k, l,m,n) such that:

(I.8.0a) detσC = 0 and k = 0.

Note that those cycles admit neither k-normalisation nor detσ-normalisation.

EXERCISE I.8.2(a). Check the following:
(e) For σ = −1, there is the unique cycle (0, 0, 0, 1) satisfying (I.8.0a), which rep-

resents the point at infinity Z∞ of C.
(p) For σ = 0, all cycles satisfying (I.8.0a) are

(a) The straight line at infinity Z∞ = (0, 0, 0, 1) representing the pole S.
(b) Cycles (0, 0,n, 1) parametrised by a real number n ̸= 0 representing ideal

elements different from the pole S.
(c) The cycle (0, 0, 1, 0) representing the point, which compactifies the line at

infinity.
(h) For σ = 1, all cycles satisfying (I.8.0a) are:

(a) The light cone at infinity Z∞ = (0, 0, 0, 1), representing its vertex.
(b) Cycles (0, l, l, 1) and (0, l,−l, 1) parametrised by a real l ̸= 0 and repres-

enting points of Z∞ different from its vertex.
(c) Cycles (0, 1, 1, 0) and (0, 1,−1, 0), which compactify the above lines form-

ing the light cone at infinity.

The following observations justify our above classification in the parabolic and
hyperbolic cases:

i. Cycles listed in clauses (b) and (c) represent ideal elements, but have non-
empty footprint at the finite part of the point space. In contrast, no finite
points belong to cycles from clauses (a).

ii. Consider the inversion in the unit cycle (1, 0, 0,−1) which maps a cycle (k, l,n,m)
to (m, l,n,k). Cycles listed in clauses (a) and (b) are mapped by the inversion
to cycles representing finite points, that is cycles having finite centres. In con-
trast, the cycles from the clauses (c) are invariant under the inversion, thus
represent the same ideal objects after the inversion. As a consequence the
later ideal elements are often missed, see the discussion of this in [147] for the
hyperbolic case.
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Furthermore, the hyperbolic case has its own caveats which may be easily over-
looked as in [130, 298], for example. A compactification of the hyperbolic space O
by a light cone—the hyperbolic zero-radius cycle—at infinity will, indeed, produce a
closed Möbius-invariant object or a model of two-dimensional conformal space-time.
However, it will not be satisfactory for reasons explained in the next section.

I.8.2. (Non)-Invariance of The Upper Half-Plane

There is an important difference between the hyperbolic case and the others.

EXERCISE I.8.3. In the elliptic and parabolic cases, the upper half-plane in A is
preserved by Möbius transformations from SL2(R). However, in the hyperbolic case,
any point (u, v) with v > 0 can be mapped to an arbitrary point (u ′, v ′) with v ′ ̸= 0.

This is illustrated in Fig. I.1.3. Any cone from the family (I.3.29) intersect both
planes EE ′ and PP ′ over a connected curve (K-orbit—a circle and parabola, respect-
ively) belonging to a half-plane. However, the intersection of a two-sided cone with
the plane HH ′ is two branches of a hyperbola in different half-planes (only one of
them is shown in Fig. I.1.3). Thus, a rotation of the cone produces a transition of the
intersection point from one half-plane to another and back again.

1

1

t = 0

→ 1

1

t = 0.25

→ 1

1

t = 0.5

1

1

t = 1

→ 1

1

t = 2

→ 1

1

t = 4

FIGURE I.8.2. Six frames from a continuous transformation from the
future to the past parts of the light cone. Animations as GIF and PDF
(requires Acroreader) are provided on the accompanying DVD.

The lack of invariance of the half-planes in the hyperbolic case has many important
consequences in seemingly different areas, for example:

r11-large.gif
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Geometry:: O is not split by the real axis into two disjoint pieces: there are con-
tinuous paths (through the light cone at infinity) from the upper half-plane to
the lower one which do not cross the real axis, cf. a sine-like curve consisting
of two branches of a hyperbola in Fig. I.8.3(a).

Physics:: There is no Möbius-invariant way to separate the “past” and “future”
parts of the light cone [302, Ch. II], i.e. there is a continuous family of Möbius
transformations reversing the arrow of time and breaking causal orientation.

For example, the family of matrices
(

1 −te1
te1 1

)
, t ∈ [0,∞) provides such a

transformation. Figure I.8.2 illustrates this by the corresponding images for
six subsequent values of t.

Analysis:: There is no possibility of splitting the L2(R) space of functions into a
direct sum of the Hardy-type space of functions having an analytic extension
into the upper half-plane and its non-trivial complement, i.e. any function
from L2(R) has an “analytic extension” into the upper half-plane in the sense
of hyperbolic function theory—see [170].

(a) C

E ′

A ′

D ′

C ′

B ′

A ′′

D ′′

C ′′

E ′′

A

B

1

1

1

1

(b) C

E ′

A ′

D ′

C ′

B ′

A ′′

D ′′

C ′′

E ′′

A

B

1

1

1

1

FIGURE I.8.3. Hyperbolic objects in the double cover of O. If we cross
the light cone at infinity from one sheet, then we will appear on the
other. The shaded region is the two-fold cover of the upper half-plane
on (a) and the unit disk on (b). These regions are Möbius-invariant.

All of the above problems can be resolved in the following way—see [170, § A.3;
302, § III.4]. We take two copies O+ and O− of the hyperbolic point space O, depicted
by the squares ACA ′C ′′ and A ′C ′A ′′C ′′ in Fig. I.8.3, respectively. The boundaries of
these squares are light cones at infinity and we glue O+ and O− in such a way that
the construction is invariant under the natural action of the Möbius transformation.
This is achieved if the letters A, B, C, D, E in Fig. I.8.3 are identified regardless of the
number of primes attached to them.

This aggregate, denoted by Õ, is a two-fold cover of O. The hyperbolic “upper”
half-plane Õ+ in Õ consists of the upper half-plane in O+ and the lower one in O−,
shown as a shaded region in Fig. I.8.3(a). It is Möbius-invariant and has a matching
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complement in Õ. More formally,

(I.8.1) Õ+ = {(u, v) ∈ O+ | u > 0} ∪ {(u, v) ∈ O− | u < 0}.

The hyperbolic “upper” half-plane is bounded by two disjoint “real” axes denoted
by AA ′ and C ′C ′′ in Fig. I.8.3(a).

REMARK I.8.4. The hyperbolic orbit of the subgroupK in Õ consists of two branches
of the hyperbola passing through (0, v) in O+ and (0,−v−1) in O−—see the sine-like
curve in Fig. I.8.3(a). If we watch the continuous rotation of a straight line generating
a cone (I.3.29) then its intersection with the plane HH ′ in Fig. I.1.3(b) will draw both
branches. As mentioned in Remark I.3.17.ii, they have the same focal length and form
a single K-orbit.

FIGURE I.8.4. Double cover of the hyperbolic space, cf. Fig. I.8.1(c).
The second hyperboloid is shown as a blue skeleton. It is attached to
the first one along the light cone at infinity, which is represented by
two red lines. A crossing of the light cone implies a transition from
one hyperboloid to another.

The corresponding model through a stereographic projection is presented in Fig. I.8.4.
In comparison with the single hyperboloid in Fig. I.8.1(c), we add the second hyperbol-
oid intersecting the first one over the light cone at infinity. A crossing of the light cone
in any direction implies a swap of hyperboloids, cf. the flat map in Fig. I.8.3. A similar
conformally-invariant two-fold cover of the Minkowski space-time was constructed
in [302, § III.4] in connection with the red shift problem in extragalactic astronomy—see
Section I.8.4 for further information.

I.8.3. Optics and Mechanics

We have already used many physical terms (light cone, space-time, etc.) to de-
scribe the hyperbolic point space. It will be useful to outline more physical connec-
tions for all EPH cases. Our list may not be exhaustive, but it illustrates that SL2(R)
not only presents some distinct areas but also links them in a useful way.



I.8.3. OPTICS AND MECHANICS 107

I.8.3.1. Optics. Consider an optical system consisting of centred lenses. The propaga-
tion of rays close to the symmetry axis through such a device is the subject of paraxial
optics. See [110, Ch. 2] for a pedagogical presentation of matrix methods in this area—
we give only a briefly outline here. A ray at a certain point can be described by a pair
of numbers P = (y,V) in respect to the symmetry axis A—see Fig. I.8.5. Here, y is the
height (positive or negative) of the ray above the axis A and V = n cos v, where v is the
angle of the ray with the axis and n is the refractive index of the medium.

System Transfer matrices

A
y1

v1

P1 P2

y2

t

v2
Propagation in a homogeneous
and isotropic medium with re-
fractive index n:(
y2
V2

)
=

(
1 t/n
0 1

)(
y1
V1

)

A

y1 = y2

v1

P1 P2

v2

r

A circular boundary between two
regions with refractive indices n1

and n2:(
y2
V2

)
=

(
1 0

n1−n2

r
1

)(
y1
V1

)

A

y1

v2

P1 P2

A ray emitted from the focal plane.
The output direction v2 depends
only on y1:(
y2
V2

)
=

(
a b
c 0

)(
y1
V1

)

FIGURE I.8.5. Some elementary optical systems and their transfer matrices

The paraxial approximation to geometric optics provides a straightforward recipe
for evaluating the output components from the given data:

(I.8.2)
(
y2
V2

)
=

(
a b
c d

)(
y1
V1

)
, for some

(
a b
c d

)
∈ SL2(R).

If two paraxial systems are aggregated one after another, then the composite is de-
scribed by the product of the respective transfer matrices of the subsystems. In other
words, we obtained an action of the group SL2(R) on the space of rays. More complic-
ated optical systems can be approximated locally by paraxial models.

There is a covariance of the theory generated by the conjugation automorphism
g : g ′ 7→ gg ′g−1 of SL2(R). Indeed, we can simultaneously replace rays by gP and a
system’s matrices by gAg−1 for any fixed g ∈ SL2(R). Another important invariant can
be constructed as follows. For matrices from SL2(R), we note the remarkable relation

(I.8.3) J−1AJ = (A−1)T , where A ∈ SL2(R) and J =
(
0 −1
1 0

)
.
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Subsequently, we define a symplectic form on R2 using the matrix J:

(I.8.4) yṼ − ỹV = P̃T JP, where P =

(
y
V

)
, P̃ =

(
ỹ

Ṽ

)
∈ R2.

Then, this form is invariant under the SL2(R)-action (I.8.2), due to (I.8.3):

P̃T1 JP1 = (AP̃)T JAP = P̃TAT JAP = P̃T J(J−1AT J)AP

= P̃T JA−1AP = P̃T JP,

where P1 = AP and P̃1 = AP̃. In other words, the symplectic form is an invariant of
the covariant action of SL2(R) on the optical system, cf. Exercise I.4.20.iii.

EXAMPLE I.8.5. The matrix J (I.8.3) belongs to the subgroup K. It is a transfer
matrix between two focal planes of a system, cf. [110, § II.8.2]. It swaps components of
the vector (y,V), therefore the ray height y2 at the second focal plane depends only on
the ray angle V1 in the first, and vice versa.

I.8.3.2. Classical Mechanics. A Hamiltonian formalism in classical mechanics was
motivated by an analogy between optics and mechanics—see [11, § 46]. For a one-
dimensional system, it replaces the description of rays through (y,V) by a point (q,p)
in the phase space R2. The component q gives the coordinate of a particle and p is its
momentum.

Paraxial optics corresponds to transformations of the phase space over a fixed
period of time t under quadratic Hamiltonians. They are also represented by linear
transformations of R2 with matrices from SL2(R), preserve the symplectic form (I.8.3)
and are covariant under the linear changes of coordinates in the phase space with
matrices from SL2(R).

For a generic Hamiltonian, we can approximate it by a quadratic one at the infin-
itesimal scale of phase space and time interval t. Thus, the symplectic form becomes
an invariant object in the tangent space of the phase space. There is a wide and im-
portant class of non-linear transformations of the phase space whose derived form
preserves the symplectic form on the tangent space to every point. They are called ca-
nonical transformations. In particular, Hamiltonian dynamics is a one-parameter group
of canonical transformations.

EXAMPLE I.8.6. The transformation of the phase space defined by the matrix J (I.8.3)
is provided by the quadratic Hamiltonian q2+p2 of the harmonic oscillator. Similarly to
the optical Example I.8.5, it swaps the coordinates and momenta of the system, rotating
the phase space by 90 degrees.

I.8.3.3. Quantum Mechanics. Having a transformationϕ of a set Xwe can always
extend it to a linear transformation ϕ∗ in a function space defined on X through the
“change of variables”: [ϕ∗f](x) = f(ϕ(x)). Using this for transformations of the phase
space, we obtain a language for working with statistical ensembles: functions on X can
describe the probability distribution on the set.

However, there is an important development of this scheme for the case of a ho-
mogeneous space X = G/H. We use maps p : G → G/H, s : X → G and r : G → H
defined in Subsection I.2.2.2. Let χ : H → B(V) be a linear representation of H in a
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vector space V . Then, χ induces a linear representation of G in a space of V-valued
functions on X given by the formula (cf. [159, § 13.2.(7)–(9)])

(I.8.5) [ρχ(g)f](x) = χ(r(g
−1 ∗ s(x))) f(g−1 · x),

where g ∈ G, x ∈ X and h ∈ H. “∗” denotes multiplication on G and “·” denotes the
action (I.2.3) of G on X from the left.

One can build induced representations for the action SL2(R) on the classical phase
space and, as a result, quantum mechanics emerges from classical mechanics [196,199].
The main distinction between the two mechanics is encoded in the factor χ(r(g−1 ∗
s(x))) in (II.3.6). If this term takes complex values then there is self-interaction of func-
tions in linear combinations. Such an effect is natural for wave packets rather than the
classical statistical distributions. It is the common believe that non-commutativity of
observables is the characteristic feature of quantum mechanics, however a closer con-
sideration [200] reveals the key role of complex numbers instead.

EXAMPLE I.8.7. Let us return to the matrix J (I.8.3) and its action on the phase
space from Example I.8.6. In standard quantum mechanics, the representation (II.3.6)
is induced by a complex-valued character of the subgroup K. Consequently, the action
of J is [ρχ(J)f](p,q) = if(−p,q). There are eigenfunctions wn(q,p) = (q + ip)n of
this action and the respective eigenvalues compose the energy spectrum of a quantum
harmonic oscillator. A similar discreteness is responsible for the appearance of spectral
lines in the light emission by the atoms of chemical elements.

I.8.4. Relativity of Space-Time

Relativity describes an invariance of a kinematics with respect to a group of trans-
formations, generated by transitions from one admissible reference system to another.
Obviously, it is a counterpart of the Erlangen programme in physics and can be equi-
valently stated: a physical theory studies invariants under a group of transformations,
acting transitively on the set of admissible observers. One will admit that group in-
variance is much more respected in physics than in mathematics.

We saw an example of SL2(R) (symplectic) invariance in the previous section.
The main distinction is that the transformations in kinematic relativity involve time
components of space-time, while mechanical covariance was formulated for the phase
space.

There are many good sources with a comprehensive discussion of relativity—see,
for example, [42, 339]. We will briefly outline the main principles, only restricting
ourselves to two-dimensional space-time with a one-dimensional spatial component.
We also highlight the role of subgroupsN ′ andA′ in the relativity formulation to make
a closer connection to the origin of our development—cf. Section I.3.3.

EXAMPLE I.8.8 (Galilean relativity of classical mechanics). Denote by (t, x) co-
ordinates in R2, which is identified with space-time. Specifically, t denotes time and x
the spatial component. Then, the Galilean relativity principle tells us that the laws of
mechanics will be invariant under the shifts of the reference point and the following
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linear transformations:

(I.8.6)
(
t ′

x ′

)
=

(
t

x+ vt

)
= Gv

(
t
x

)
, where G =

(
1 0
v 1

)
∈ SL2(R).

This map translates events to another reference system, which is moving with a con-
stant speed v with respect to the first one. The matrix Gv in (I.8.6) belongs to the
subgroup N ′ (I.3.11).

It is easy to see directly that parabolic cycles make an invariant family under the
transformations (I.8.6). These parabolas are graphs of particles moving with a constant
acceleration; the acceleration is the reciprocal of the focal length of this parabola (up
to a factor). Thus, movements with a constant acceleration a form an invariant class
in Galilean mechanics. A particular case is a = 0, that is, a uniform motion, which is
represented by non-vertical straight lines. Each such line can be mapped to another by
a Galilean transformation.

The class of vertical lines, representing sets of simultaneous events, is also invari-
ant under Galilean transformations. In other words, Galilean mechanics possesses the
absolute time which is independent from spatial coordinates and their transforma-
tions. See [339, § 2] for a detailed examination of Galilean relativity.

A different type class of transformations, discovered by Lorentz and Poincare, is
admitted in Minkowski space-time.

EXAMPLE I.8.9 (Lorentz–Poincare). We again take the space-time R2 with coordin-
ates (t, x), but consider linear transformations associated to elements of subgroup A′:

(I.8.7)
(
t ′

x ′

)
=

 t−vx√
1−v2

−vt+x√
1−v2

 = Lv

(
t
x

)
where Lx =

1√
1− v2

(
1 −v
−v 1

)
.

The physical meaning of the transformation is the same: they provide a transition
from a given reference system to a new one moving with a velocity v with respect to
the first. The relativity principle again requires the laws of mechanics to be invariant
under Lorentz–Poincare transformations generated by (I.8.7) and shifts of the reference
point.

The admissible values v ∈ (−1, 1) for transformations (I.8.7) are bounded by 1,
which serves as the speed of light. Velocities greater than the speed of light are not
considered in this theory. The fundamental object preserved by (I.8.7) is the light cone:

(I.8.8) C0 = {(t, x) ∈ R2 | t = ±x}.
More generally, the following quadratic form is also preserved:

dh(t, x) = t
2 − x2.

The light cone C0 is obviously the collection of points dh(t, x) = 0. For other values,
we obtain hyperbolas with asymmptotes formed by C0. The light cone separates areas
of space-time where dh(t, x) > 0 or dh(t, x) < 0. The first consists of time-like intervals
and the second of space-like ones. They can be transformed by (I.8.7) to pure time (t, 0)
or pure space (0, x) intervals, respectively. However, no mixing between intervals of
different kinds is admitted by Lorentz–Poincare transformations.
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Furthermore, for time-like intervals, there is a preferred direction which assigns
the meaning of the future (also known as the arrow of time) to one half of the cone
consisting of time-like intervals, e.g. if the t-component is positive. This causal orient-
ation [302, § II.1] is required by the real-world observation that we cannot remember
the future states of a physical system but may affect them. Conversely, we may have a
record of the system’s past but cannot change it in the present.

EXERCISE I.8.10. Check that such a separation of the time-like cone dh(t, x) > 0
into future (t > 0) and past (t < 0) halves is compatible with the group of Lorentz–
Poincare transformations generated by the hyperbolic rotations (I.8.7).

However, the causal orientation is not preserved if the group of admissible trans-
formations is extended to conformal maps by an addition of inversions—see Fig. I.8.2.
Such an extension is motivated by a study of the red shift in astronomy. Namely,
spectral lines of chemical elements (cf. Example I.8.7) observed from remote stars are
shifted toward the red part of the spectrum in comparison to values known from labor-
atory measurements. Conformal (rather than Lorentz–Poincare) invariance produces
much better correlation to experimental data [302] than the school textbook explana-
tion of a red shift based on the Doppler principle and an expanding universe.

Further discussion of relativity can be found in [42; 339, § 11].





LECTURE I.9

Invariant Metric and Geodesics

The Euclidean metric is not preserved by automorphisms of the Lobachevsky half-
plane. Instead, one has only a weaker property of conformality. However, it is possible
to find such a metric on the Lobachevsky half-plane that Möbius transformations will
be isometries. Similarly, in Chapter I.7, we described a variety of distances and lengths
and many of them had conformal properties with respect to SL2(R) action. However,
it is worth finding a metric which is preserved by Möbius transformations. We will
now proceed do this, closely following [165].

Our consideration will be based on equidistant orbits, which physically corres-
pond to wavefronts with a constant velocity. For example, if a stone is dropped into
a pond, the resulting ripples are waves which travel the same distance from the drop
point, assuming a constant wave velocity. An alternative description to wavefronts
uses rays—the paths along which waves travel, i.e. the geodesics in the case of a con-
stant velocity. The duality between wavefronts and rays is provided by Huygens’
principle—see [11, § 46].

Geodesics also play a central role in differential geometry, generalising the notion
of a straight line. They are closely related to metrics: a geodesic is often defined as a
curve between two points with an extremum of length. As a consequence, the metric
is additive along geodesics.

I.9.1. Metrics, Curves’ Lengths and Extrema

We start by recalling the standard definition—see [164, § I.2].

DEFINITION I.9.1. A metric on a set X is a function d : X× X→ R+ such that
i. d(x,y) ⩾ 0 (positivity),

ii. d(x,y) = 0 if and only if x = y (non-degeneracy),
iii. d(x,y) = d(y, x) (symmetry) and
iv. d(x,y) ⩽ d(x, z) + d(z,y) (the triangle inequality),

for all x, y, z ∈ X.

Although adequate in many cases, the definition does not cover all metrics of in-
terest. Examples include the non-symmetric lengths from Section I.7.2 or distances (I.7.5)
in the Minkowski space with the reverse triangle inequality d(x,y) ⩾ d(x, z) + d(z,y).

Recall the established procedure of constructing geodesics in Riemannian geo-
metry (two-dimensional case) from [337, § 7]:

i. Define the (pseudo-)Riemannian metric on the tangent space:

(I.9.1) g(du,dv) = Edu2 + Fdudv+Gdv2.

113
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ii. Define the length for a curve Γ as:

(I.9.2) length(Γ) =

∫
Γ

(Edu2 + Fdudv+Gdv2)
1
2 .

iii. Then, geodesics will be defined as the curves which give a stationary point
for the length.

iv. Lastly, the metric between two points is the length of a geodesic joining those
two points.

EXERCISE I.9.2. Let the quadratic form (I.9.1) be SL2(R)-invariant. Show that the
above procedure leads to an SL2(R)-invariant metric.

We recall from Section I.3.7 that an isotropy subgroup H fixing the hypercomplex unit
ι under the action of (I.3.24) is K (I.3.8), N ′ (I.3.11) and A ′ (I.3.10) in the corresponding
EPH cases. We will refer to H-action as EPH rotation around ι. For an SL2(R) invariant
metric, the orbits of H will be equidistant points from ι, giving some indication what
the metric should be. However, this does not determine the metric entirely since there
is freedom in assigning values to the orbits.

LEMMA I.9.3. The invariant infinitesimal metric in EPH cases is

(I.9.3) ds2 =
du2 − σdv2

v2
,

where σ = −1, 0, 1 respectively.

In the proof below, we will follow the procedure from [56, § 10].

PROOF. In order to calculate the infinitesimal metric, consider the subgroups H of
Möbius transformations which fix ι. Denote an element of these rotations by Eσ. We
require an isometry, so

d(ι, ι+ δv) = d(ι,Eσ(ι+ δv)).

Using the Taylor series, we obtain

Eσ(ι+ δv) = ι+ Jσ(ι)δv+ o(δv),

where the Jacobian denoted Jσ is, respectively,(
cos 2θ − sin 2θ
sin 2θ cos 2θ

)
,

(
1 0
2t 1

)
or

(
cosh 2α sinh 2α
sinh 2α cosh 2α

)
.

A metric is invariant under the above rotations if it is preserved under the linear trans-
formation (

dU
dV

)
= Jσ

(
du
dv

)
,

which turns out to be du2 − σdv2 in the three cases.
To calculate the metric at an arbitrary pointw = u+ iv, we mapw to ι by an affine

Möbius transformation, which acts transitively on the upper half-plane

(I.9.4) r−1 : w→ w− u

v
.

Hence, there is a factor of 1
v2

, so the resulting metric is ds2 = du2−σdv2

v2
. □
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COROLLARY I.9.4. With the above notation, for an arbitrary curve Γ ,

(I.9.5) length(Γ) =

∫
Γ

(du2 − σdv2)
1
2

v
.

It is invariant under Möbius transformations of the upper half-plane.

The standard tools for finding geodesics for a given Riemannian metric are the
Euler–Lagrange equations—see [337, § 7.1]. For the metric (I.9.3), they take the form

(I.9.6)
d

dt

(
γ̇1

y2

)
= 0 and

d

dt

(
σγ̇2

y2

)
=
γ̇1

2 − σγ̇2
2

y3
,

where γ is a smooth curve γ(t) = (γ1(t),γ2(t)) and t ∈ (a,b). This general approach
can be used in the two non-degenerate cases (elliptic and hyperbolic) and produces
curves with the minimum or maximum lengths, respectively. However, the SL2(R)-
invariance of the metric allows us to use more elegant methods in this case. For ex-
ample, in the Lobachevsky half-plane, the solutions are well known—semicircles or-
thogonal to the real axes or vertical lines, cf. Fig. I.9.1(a) and [26, Ch. 15].

EXERCISE I.9.5. For the elliptic space (σ = −1):
i. Write a parametric equation of a circle orthogonal to the real line and check

that the curve satisfies the Euler–Lagrange equations (I.9.6).
ii. Geodesics passing the imaginary unit i are transverse circles to K-orbits from

Fig. I.1.2 and Exercise I.4.16.iv with the equation, cf. Fig. I.9.3(E)

(I.9.7) (u2 + v2) − 2tu− 1 = 0, where t ∈ R.
iii. The Möbius invariant metric is Í

(I.9.8) m(z,w) = sinh−1 |z−w|e
2
√
ℑ[z]ℑ[w]

,

where ℑ[z] is the imaginary part of a complex number z and |z|2e = u2 +

v2. HINT: One can directly or, by using CAS, verify that this is a Möbius-invariant
expression. Thus, we can transform z and w to i and a point on the imaginary axis by
a suitable Möbius transformation without changing the metric. The shortest curve in
the Riemannian metric (I.9.3) is the vertical line, that is, du = 0. For a segment of the
vertical line, the expression (I.9.8) can easily be evaluated. See also [24, Thm. 7.2.1] for
detailed proof and a number of alternative expressions.⋄

EXERCISE I.9.6. Show, similarly, that, in the hyperbolic case (σ = 1):
i. There are two families of solutions passing the double unit j, one space-like

(Fig. I.9.3(HS)) and one time-like (Fig. I.9.3(HT )), cf. Section I.8.4:

(I.9.9) (u2 − v2) − 2tu+ 1 = 0, where |t| > 1 or |t| < 1.

The space-like solutions are obtained byA′ rotation of the vertical axis and the
time-like solution is the A′-image of the cycle (1, 0, 0, 1)—cf. Fig. I.3.1. They
also consist of positive and negative cycles, respectively, which are orthogonal
to the real axis.
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ii. The respective metric in these two cases is:

(I.9.10) d(z,w) =


2 sin−1 |z−w|h

2
√
ℑ[z]ℑ[w]

, when z−w is time-like

2 sinh−1 |z−w|h
2
√
ℑ[z]ℑ[w]

, when z−w is space-like,

where ℑ[z] is the imaginary part of a double number z and |z|2h = u2−v2. HINT:
The hint from the previous exercise can be used again here with some modification to
space-/time-like curves and by replacing the minimum of the possible curves’ lengths
by the maximum.⋄

(a)

w1

w2

z1z2

w̄1

w̄2 (b)

w1

w2

P0

FIGURE I.9.1. Lobachevsky geodesics and extrema of curves’
lengths. (a) The geodesic betweenw1 andw2 in the Lobachevsky half-
plane is the circle orthogonal to the real line. The invariant metric is
expressed through the cross-ratios [z1,w1,w2, z2] = [w̄1,w1,w2, w̄2].
(b) Extrema of curves’ lengths in the parabolic point space. The length
of the blue curve (going up) can be arbitrarily close to 0 and can be
arbitrarily large for the red one (going down).

The same geodesic equations can be obtained by Beltrami’s method—see [42, § 8.1].
However, the parabolic case presents yet another disappointment.

EXERCISE I.9.7. Show that, for the parabolic case (σ = 0):
i. The only solution of the Euler–Lagrange equations (I.9.6) are vertical lines, as

in [339, § 3], which are again orthogonal to the real axes.
ii. Vertical lines minimise the curves’ length between two pointsw1 andw2. See

Fig. I.9.1(b) for an example of a blue curve with its length tending to zero
value of the infimum. The respective “geodesics” passing the dual unit ε are

(I.9.11) u2 − 2tu = 0.

Similarly, a length of the red curve can be arbitrarily large if the horizontal
path is close enough to the real axis.

iii. The only SL2(R)-invariant metric obtained from the above extremal consid-
eration is either identically equal to 0 or infinity.



I.9.2. INVARIANT METRIC 117

There is a similarity between all three cases. For example, we can uniformly write
equations (I.9.7), (I.9.9) and (I.9.11) of geodesics through ι as

(u2 − σv2) − 2tu+ σ = 0, where t ∈ R.

However, the triviality of the parabolic invariant metric is awkward and we go on to
study further the algebraic and geometric invariants to find a more adequate answer.

I.9.2. Invariant Metric

We seek all real-valued functions f of two points on the half-plane which are in-
variant under the Möbius action

f(g(z),g(w)) = f(z,w) for all z,w ∈ A and g ∈ SL2(R).

We have already seen one like this in (I.9.8) and (I.9.10):

(I.9.12) F(z,w) =
|z−w|σ√
ℑ[z]ℑ[w]

,

which can be shown by a simple direct calculation (for CAS, see Exercise I.9.5.iii). Re-
call that |z|2σ = u2−σv2 by analogy with the distance dσ,σ (I.7.5) in EPH geometries and
[339, App. C]. In order to describe other invariant functions we will need the following
definition.

DEFINITION I.9.8. A function f : X × X → R+ is called a monotonous metric if
f(Γ(0), Γ(t)) is a continuous monotonically-increasing function of t, where Γ : [0, 1) → X
is a smooth curve with Γ(0) = z0 that intersects all equidistant orbits of z0 exactly once.

EXERCISE I.9.9. Check the following:
i. The function F(z,w) (I.9.12) is monotonous.

ii. If h is a monotonically-increasing, continuous, real function, then f(z,w) =
h ◦ F(z,w) is a monotonous SL2(R)-invariant function.

In fact, the last example provides all such functions.

THEOREM I.9.10. A monotonous function f(z,w) is invariant under g ∈ SL2(R) if and
only if there exists a monotonically-increasing, continuous, real function h such that f(z,w) =
h ◦ F(z,w).

PROOF. Because of the Exercise I.9.9.ii, we show the necessity only. Suppose there
exists another function with such a property, say, H(z,w). Due to invariance under
SL2(R), this can be viewed as a function in one variable if we apply r−1 (cf. (I.9.4))
which sends z to ι and w to r−1(w). Now, by considering a fixed smooth curve Γ from
Definition I.9.8, we can completely defineH(z,w) as a function of a single real variable
h(t) = H(i, Γ(t)) and, similarly for F(z,w),

H(z,w) = H(i, r−1(w)) = h(t) and F(z,w) = F(i, r−1(w)) = f(t),

where h and f are both continuous and monotonically-increasing since they represent
metrics. Hence, the inverse f−1 exists everywhere by the inverse function theorem. So,

H(i, r−1(w)) = h ◦ f−1 ◦ F(i, r−1(w)).
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Note that hf−1 is monotonic, since it is the composition of two monotonically-increasing
functions, and this ends the proof. □

REMARK I.9.11. The above proof carries over to a more general theorem which
states: If there exist two monotonous functions F(u, v) and H(u, v) which are invariant
under a transitive action of a group G, then there exists a monotonically-increasing
real function h such that H(z,w) = h ◦ F(z,w).

As discussed in the previous section, in elliptic and hyperbolic geometries the
function h from above is either sinh−1 t or sin−1 t (I.9.8) (I.9.10). Hence, it is reasonable
to try inverse trigonometric and hyperbolic functions in the intermediate parabolic
case as well.

REMARK I.9.12. The above result sheds light on the possibilities we have—we can
either

i. “label” the equidistant orbits with numbers, i.e choose a function h which
will then determine the geodesic, or

ii. choose a geodesic which will then determine h.
These two approaches are reflected in the next two sections.

I.9.3. Geodesics: Additivity of Metric

As pointed out earlier, there might not be a metric function which satisfies all the
traditional properties. However, we still need the key ones, and we therefore make the
following definition:

DEFINITION I.9.13. Geodesics for a metric d are smooth curves along which d is
additive, that is d(x,y) + d(y, z) = d(x, z), for any three point, of the curve, such that
y is between x and z.

This definition is almost identical to the Menger line—see [32, § 2.3].

REMARK I.9.14. It is important that this definition is relevant in all EPH cases, i.e.
in the elliptic and hyperbolic cases it would produce the well-known geodesics defined
by the extremality condition.

Schematically, the proposed approach is:

(I.9.13) invariant metric additivity−−−−−−−→ invariant geodesic.

Compare this with the Riemannian described in Section I.9.1:

(I.9.14) local metric extrema−−−−−−→ geodesic integration−−−−−−−−→ metric.

Let us now proceed with finding geodesics from a metric function.

EXERCISE I.9.15. Let γ be a geodesic for a metric d. Write the differential equa-
tion for γ in term of d. HINT: Consider d(w,w ′) as a real function in four variables, say
f(u, v,u ′, v ′). Then write the infinitesimal version of the additivity condition and obtain the
equation

(I.9.15)
δv

δu
=

−f ′3(u, v,u
′, v ′) + f ′3(u

′, v ′,u ′, v ′)

f ′4(u, v,u
′, v ′) − f ′4(u

′, v ′,u ′, v ′)
,
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where f ′n stands for the partial derivative of fwith respect to the n-th variable.⋄

A natural choice for a metric is, cf. Exercises I.9.5.iii and I.9.6.ii,

(I.9.16) dσ,̊σ(w,w
′) = sin−1

σ̊

|w−w ′|σ
2
√
ℑ[w]ℑ[w ′]

,

where the elliptic, parabolic and hyperbolic inverse sine functions are (see [129, 190])

(I.9.17) sin−1
σ̊ t =

 sinh−1 t, if σ̊ = −1,
2t, if σ̊ = 0,
sin−1 t, if σ̊ = 1.

Note that σ̊ is independent of σ although it takes the same three values, similar to the
different signatures of point and cycle spaces introduced in Chapter I.4. It is used to
denote the possible sub-cases within the parabolic geometry alone.

EXERCISE I.9.16. Check that:
i. For u = 0, v = 1 and the metric dp,̊σ (I.9.16), Equation (I.9.15) is:

δv

δu
=

2v

u
−

√
|̊σu2 + 4v|

u
.

ii. The geodesics through ι for the metric dp,̊σ (I.9.16) are parabolas:

(I.9.18) (̊σ+ 4t2)u2 − 8tu− 4v+ 4 = 0.

Let us verify which properties from Definition I.9.1 are satisfied by the invariant
metric derived from (I.9.16). Two of the four properties hold—it is clearly symmetric
and positive for every two points. However, the metric of any point to a point on the
same vertical line is zero, so d(z,w) = 0 does not imply z = w. This can be overcome
by introducing a different metric function just for the points on the vertical lines—
see [339, § 3]. Note that we still have d(z, z) = 0 for all z.

The triangle inequality holds only in the elliptic point space, whereas, in the hy-
perbolic point space, we have the reverse situation: d(w1,w2) ⩾ d(w1, z) + d(z,w2).
There is an intermediate situation in the parabolic point space:

LEMMA I.9.17. Take any SL2(R)-invariant metric function and take two points w1,w2

and the geodesic (in the sense of Definition I.9.13) through the points. Consider the strip
ℜ[w1] < u < ℜ[w2] and take a point z in it. Then, the geodesic divides the strip into two
regions where d(w1,w2) ⩽ d(w1, z)+d(z,w2) and where d(w1,w2) ⩾ d(w1, z)+d(z,w2).

PROOF. The only possible invariant metric function in parabolic geometry is of
the form d(z,w) = h ◦ |ℜ[z−w]|

2
√

ℑ[z]ℑ[w]
, where h is a monotonically-increasing, continuous,

real function by Theorem I.9.10. Fix two points w1, w2 and the geodesic though them.
Now consider some point z = a + ib in the strip. The metric function is additive
along a geodesic, so d(w1,w2) = d(w1,w(a)) + d(w(a),w2), where w(a) is a point on
the geodesic with real part equal to a. However, if ℑ[w(a)] < b, then d(w1,w(a)) >
d(w1, z) and d(w(a),w2) > d(z,w2), which implies d(w1,w2) > d(w1, z) + d(z,w2).
Similarly, if ℑ[w(a)] > b, then d(w1,w2) < d(w1, z) + d(z,w2). □
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REMARK I.9.18. The reason for the ease with which the result is obtained is the
fact that the metric function is additive along the geodesics. This justifies the Defini-
tion I.9.13 of geodesics, in terms of additivity.

PE

i

w

PP

i

w

PH

i

w

FIGURE I.9.2. Showing the region where the triangular inequality
fails (shaded red).

To illustrate these ideas, look at the region where the converse of the triangular
inequality holds for d(z,w)σ̊ = sin−1

σ̊
|ℜ[z−w]|

2
√

ℑ[z]ℑ[w]
, shaded red in Fig. I.9.2. It is enclosed

by two parabolas both of the form (̊σ+ 4t2)u2 − 8tu− 4v+ 4 = 0 (which is the general
equation of geodesics) and both passing though the two fixed points. The parabolas
arise from taking both signs of the root, when solving the quadratic equation to find t.
Segments of these parabolas, which bound the red region, are of different types—one
of them is between points w1 and w2, the second joins these points with infinity.

I.9.4. Geometric Invariants

In the previous section, we defined an invariant metric and derived the respective
geodesics. Now, we will proceed in the opposite direction. As we discussed in Ex-
ercise I.9.7, the parabolic invariant metric obtained from the extremality condition is
trivial. We work out an invariant metric from the Riemannian metric and predefined
geodesics. It is schematically depicted, cf. (I.9.14), by

(I.9.19) Riemann metric + invariant geodesics integration−−−−−−−−→ metric.

A minimal requirement for the family of geodesics is that they should form an
invariant subset of an invariant class of curves with no more than one curve joining
every two points. Thus, if we are looking for SL2(R)-invariant metrics it is natural to
ask whether geodesic are cycles. An invariant subset of cycles may be characterised by
an invariant algebraic condition, e.g. orthogonality. However, the ordinary orthogon-
ality is already fulfilled for the trivial geodesics from Exercise I.9.7, so, instead, we will
try f-orthogonality to the real axes, Definition I.6.34. Recall that a cycle is f-orthogonal
to the real axes if the real axes inverted in a cycle are orthogonal (in the usual sense) to
the real axes.

EXERCISE I.9.19. Check that a parabola ku2 − 2lu− 2nv+m = 0 is σ̊-f-orthogonal
to the real line if l2 + σ̊n2 −mk = 0, i.e. it is a (−σ̊)-zero radius cycle.
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As a starting point, consider the cycles that pass though ι. It is enough to specify
only one such f-orthogonal cycle—the rest will be obtained by Möbius transforma-
tions fixing ι, i.e parabolic rotations. Within these constraints there are three different
families of parabolas determined by the value σ̊. Í

EXERCISE I.9.20. Check that the main parabolas passing ε

(I.9.20) σ̊u2 − 4v+ 4 = 0,

where σ̊ = −1, 0, 1, are f-orthogonal to the real line. Their rotations by an element of
N ′ are parabolas (I.9.18).

Note that these are exactly the same geodesics obtained in (I.9.18). Hence, we
already know what the metric function has to be. However, it is instructive to make the
calculation from scratch since it does not involve anything from the previous section
and is, in a way, more elementary and intuitive.

EXERCISE I.9.21. Follow these steps to calculate the invariant metric:
i. Calculate the metric from ε to a point on the main parabola (I.9.20). HINT:

Depending on whether the discriminant of the denominator in the integral (I.9.2) is
positive, zero or negative, the results are trigonometric, rationals or hyperbolic, re-
spectively:

u∫
0

dt
1
4
σ̆t2 + 1

=


4 log 2+u

2−u
, if σ̊ = −1,

u, if σ̊ = 0,
tan−1 u

2
, if σ̊ = 1.

This is another example of EPH classification.⋄
ii. For a generic point (u, v), find the N ′ rotation which puts the point on the

main parabola (I.9.20).
iii. For two given points w and w ′, combine the Möbius transformation g such

that g : w 7→ εwith the N ′-rotation which puts g(w ′) on the main parabola.
iv. Deduce from the previous items the invariant metric from ε to (u, v) and

check that it is a multiple of (I.9.16).
v. The invariant parabolic metric for σ̊ = 1 is equal to the angle between the

tangents to the geodesic at its endpoints.

We meet an example of the splitting of the parabolic geometry into three differ-
ent sub-cases, this will followed by three types of Cayley transform in Section I.10.3
and Fig. I.10.3. The respective geodesics and equidistant orbits have been drawn in
Fig. I.9.3. There is one more gradual transformation between the different geometries.
We can see the transitions from the elliptic case to Pe, then to Pp, to Ph, to hyperbolic
light-like and, finally, to space-like. To link it back, we observe a similarity between
the final space-like case and the initial elliptic one.

EXERCISE I.9.22. Show that all parabolic geodesics from ε for a given value of σ̊
touch a certain parabola. This parabola can be called the horizon because geodesic
rays will never reach points outside it. Note the similar effect for space-like and time-
like geodesics in the hyperbolic case. HINT: This fact is a parabolic counterpart of Exer-
cise I.5.29.⋄
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There is one more useful parallel between all the geometries. In Lobachevsky and
Minkowski geometries, the centres of geodesics lie on the real axes. In parabolic geo-
metry, the respective σ̊-foci (see Definition I.5.2) of σ̊-geodesic parabolas lie on the real
axes. This fact is due to the relations between f-orthogonality and foci, cf. Proposi-
tion I.6.40.

I.9.5. Invariant Metric and Cross-Ratio

A very elegant presentation of the Möbius-invariant metric in the Lobachevsky
half-plane is based on the cross-ratio (I.4.14)—see [26, § 15.2].

Let w1 and w2 be two different points of the Lobachevsky half-plane. Draw a
selfadjoint circle (i.e. orthogonal to the real line) which passes through w1 and w2. Let
z1 and z2 be the points of intersection of the circle and the real line, cf. Fig. I.9.1(a).
From Exercise I.4.22.iii, a cross-ratio of four concyclic points is real, thus we define the
function of two points

ρ(w1,w2) = log[z1,w1,w2, z2].

Surprisingly, this simple formula produces the Lobachevsky metric.

EXERCISE I.9.23. Show the following properties of ρ:
i. It is Möbius-invariant, i.e. ρ(w1,w2) = ρ(g · w1,g · w2) for any g ∈ SL2(R).

HINT: Use the fact that selfadjoint cycles form an invariant family and the Möbius-
invariance of the cross-ratio, cf. Exercise I.4.20.iv.⋄

ii. It is additive, that is, for any three different points w1, w2, w3 on the arc of a
selfadjoint circle we have ρ(w1,w3) = ρ(w1,w2) + ρ(w2,w3). HINT: Use the
cancellation formula (I.4.18).⋄

iii. It coincides with the Lobachevsky metric (I.9.8). HINT: Evaluate that ρ(i, ia) =

loga for any real a > 1. Thus, ρ(i, ia) is the Lobachevsky metric between i and ia.
Then, apply the Möbius-invariance of ρ and the Lobachevsky metric to extend the
identity for any pair of points.⋄

This approach to the invariant metric cannot be transferred to the parabolic and
hyperbolic cases in a straightforward manner for geometric reasons. As we can see
from Fig. I.9.3, there are certain types of geodesics which do not meet the real line.
However, the case of e-geodesics in D, which is the closest relative of the Lobachevsky
half-plane, offers such a possibility.

EXERCISE I.9.24. Check that:
i. [−2, ε,w, 2] = (u + 2)/(2 − u), where w = u + ε(1 − u2/4), u > 0 is the point

of the e-geodesics (main parabola) (I.9.20) passing ε and 2.
ii. Let z1 and z2 be the intersections of the real line and the e-geodesic (I.9.18)

passing two different pointsw1 andw2 in the upper half-plane, then ρ(w1,w2) =
4 log[z1,w1,w2, z2] is the invariant metric. HINT: Note that ρ(ε, z) = 4 log[−2, ε, z, 2]

gives the metric calculated in Exercise I.9.21.i and use the Möbius-invariance of the
cross-ratio.⋄

iii. In the case of p-geodesics in D, find a fixed parabola C in the upper half-
plane which replaces the real line in the following sense. The cross-ratio of
two points and two intersections of C with p-geodesics though the points
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produces an invariant metric. Find also the corresponding parabola for h-
geodesics.

This is only a partial success in transferring of the elliptic theory to dual numbers.
A more unified treatment for all EPH cases can be obtained from the projective cross-
ratio [52]—see Section I.4.5 for corresponding definitions and results. In addition, we
define the map P(x,y) = x

y
on the subset of P1(A) consisting of vectors (x,y) ∈ A2 such

that y is not a zero divisor. It is a left inverse of the map S(z) = (z, 1) from Section I.4.5.

EXERCISE I.9.25. [52] Let w1, w2 ∈ P1(A) be two essentially distinct points.
i. Let w1 and w̄2 be essentially distinct, express a generic invariant metric in

P1(A) through [w1, w̄2,w2, w̄1] using the Möbius-invariance of the projective
cross-ratio and the method from Section I.9.2.

ii. For Abeing complex or double numbers, letw1 andw2 be in the domain of P
and zi = P(wi), i = 1, 2. Show that, cf. Fig. I.9.1(a),

(I.9.21) [w1, w̄1,w2, w̄2] = S

(
|z1 − z2|

2
σ

4ℑ[z1]ℑ[z2]

)
.

Deduce a generic Möbius-invariant metric on Abased on (I.9.12).

To obtain the respective notion of geodesics in P1(A) from the above Möbius-
invariant metric we can again use the route from Section I.9.3.
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(sin(2 ∗ t), [cos(2 ∗ t), 0],−sin(2 ∗ t))

E

(−1 + 4 ∗ t2, [4 ∗ t, 2], 4)

PE

(4 ∗ t2, [4 ∗ t, 2], 4)

PP

(1 + 4 ∗ t2, [4 ∗ t, 2], 4)

PH

(1, [t, 0], 1)

HT

(sinh(2 ∗ t), [1.0 + 4 ∗ cosh(2 ∗ t), 0], sinh(2 ∗ t))

HS

FIGURE I.9.3. Showing geodesics (blue) and equidistant orbits
(green) in EPH geometries. Above are written (k, [l,n],m) in ku2 −
2lu− 2nv+m = 0, giving the equation of geodesics.



LECTURE I.10

Conformal Unit Disk

The upper half-plane is a universal object for all three EPH cases, which was
obtained in a uniform fashion considering two-dimensional homogeneous spaces of
SL2(R). However, universal models are rarely well-suited to all circumstances. For
example, it is more convenient, for many reasons, to consider the compact unit disk in
C rather than the unbounded upper half-plane:

“. . . the reader must become adept at frequently changing from one
model to the other as each has its own particular advantage.” [24,
§ 7.1]

Of course, both models are conformally-isomorphic through the Cayley transform.
We derive similar constructions for parabolic and hyperbolic cases in this chapter.

However, we shall see that there is not a “universal unit disk”. Instead, we obtain
something specific in each EPH case from the same upper half-plane. As has already
happened on several occasions, the elliptic and hyperbolic cases are rather similar and,
thus, it is the parabolic case which requires special treatment.

I.10.1. Elliptic Cayley Transforms

In the elliptic and hyperbolic cases, the Cayley transform is given by the matrix

Yσ =

(
1 −ι
σι 1

)
, where σ = ι2 and det Yσ = 2. The matrix Yσ produces the respective

Möbius transform A→ A:

(I.10.1)
(
1 −ι
σι 1

)
: w = (u+ ιv) 7→ Yσw =

(u+ ιv) − ι

σι(u+ ιv) + 1
.

The same matrix Yσ acts by conjugation gY = 1
2YσgY

−1
σ on an element g ∈ SL2(R):

(I.10.2) gY =
1

2

(
1 −ι
σι 1

)(
a b
c d

)(
1 ι

−σι 1

)
.

The connection between the two forms (I.10.1) and (I.10.2) of the Cayley transform is
gYYσw = Yσ(gw), i.e. Yσ intertwines the actions of g and gY .

The Cayley transform in the elliptic case is very important [240, § IX.3; 321, Ch. 8,
(1.12)], both for complex analysis and representation theory of SL2(R). The transform-
ation g 7→ gY (I.10.2) is an isomorphism of the groups SL2(R) and SU(1, 1). Namely, in
complex numbers, we have

(I.10.3) gY =
1

2

(
α β
β̄ ᾱ

)
, with α = (a+ d) + (b− c)i and β = (b+ c) + (a− d)i.

125
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The group SU(1, 1) acts transitively on the elliptic unit disk. The images of the
elliptic actions of subgroups A, N, K are given in Fig. I.10.3(E). Any other subgroup
is conjugated to one of them and its class can be easily distinguished in this model by
the number of fixed points on the boundary—two, one and zero, respectively. A closer
inspection demonstrates that there are always two fixed points on the whole plane.
They are either

• one strictly inside and one strictly outside of the unit circle,
• one double fixed point on the unit circle, or
• two different fixed points exactly on the circle.

Consideration of Fig. I.7.1(b) shows that the parabolic subgroupN is like a phase trans-
ition between the elliptic subgroup K and hyperbolic A, cf. (I.1.2). Indeed, if a fixed
point of a subgroup conjugated to K approaches a place on the boundary, then the
other fixed point moves to the same place on the unit disk from the opposite side.
After they collide to a parabolic double point on the boundary, they may decouple
into two distinct fixed points on the unit disk representing a subgroup conjugated to
A.

In some sense the elliptic Cayley transform swaps complexities. In contrast to the
upper half-plane, the K-action is now simple but A and N are not. The simplicity of K
orbits is explained by diagonalisation of the corresponding matrices:

(I.10.4)
1

2

(
1 −i
−i 1

)(
cosϕ sinϕ
− sinϕ cosϕ

)(
1 i
i 1

)
=

(
eiϕ 0
0 e−iϕ

)
.

These diagonal matrices generate Möbius transformations which correspond to mul-
tiplication by the unimodular scalar e2iϕ. Geometrically, they are isometric rotations,
i.e. they preserve distances de,e (I.7.2) and length lce .

EXERCISE I.10.1. Check, in the elliptic case, that the real axis is transformed to the
unit circle and the upper half-plane is mapped to the elliptic unit disk

R = {(u, v) | v = 0} → Te = {(u, v) | l2ce(u, v) = u
2 + v2 = 1},(I.10.5)

Re+ = {(u, v) | v > 0} → De = {(u, v) | l2ce(u, v) = u
2 + v2 < 1},(I.10.6)

where the length from centre l2ce is given by (I.7.6) for σ = σ̆ = −1 and coincides with
the distance de,e (I.7.2).

SL2(R) acts transitively on both sets and the unit circle is generated, for example,
by the point (0, 1), and the unit disk by (0, 0).

I.10.2. Hyperbolic Cayley Transform

A hyperbolic version of the Cayley transform was used in [170]. The above for-
mula (I.10.2) in O becomes

(I.10.7) gY =
1

2

(
α β
−β̄ ᾱ

)
, with α = a+ d− (b+ c)j and h = (a− d)j+ (b− c),

with some subtle differences in comparison to (I.10.3). The corresponding A, N and K
orbits are given in Fig. I.10.3(H). However, there is an important distinction between
the elliptic and hyperbolic cases similar to the one discussed in Section I.8.2.
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EXERCISE I.10.2. Check, in the hyperbolic case, that the real axis is transformed to
the cycle

(I.10.8) R = {(u, v) | v = 0}→ Th = {(u, v) | l2ch(u, v) = u
2 − v2 = −1},

where the length from the centre l2ch is given by (I.7.6) for σ = σ̆ = 1 and coincides
with the distance dh,h (I.7.2). On the hyperbolic unit circle, SL2(R) acts transitively
and it is generated, for example, by point (0, 1).

SL2(R) acts also transitively on the whole complement

{(u, v) | l2ch(u, v) ̸= −1}

to the unit circle, i.e. on its “inner” and “outer” parts together.

Recall from Section I.8.2 that we defined Õ to be the two-fold cover of the hyper-
bolic point space O consisting of two isomorphic copies O+ and O− glued together,
cf. Fig. I.8.3. The conformal version of the hyperbolic unit disk in Õ is, cf. the upper
half-plane from (I.8.1),

(I.10.9) D̃h = {(u, v) ∈ O+ | u2 − v2 > −1} ∪ {(u, v) ∈ O− | u2 − v2 < −1}.

EXERCISE I.10.3. Verify that:

i. D̃h is conformally-invariant and has a boundary T̃h—two copies of the unit
hyperbolas in O+ and O−.

ii. The hyperbolic Cayley transform is a one-to-one map between the hyperbolic
upper half-plane Õ+ and hyperbolic unit disk D̃h.

We call T̃h the hyperbolic unit cycle in O. Figure I.8.3(b) illustrates the geometry
of the hyperbolic unit disk in Õ compared to the upper half-plane. We can also say,
rather informally, that the hyperbolic Cayley transform maps the “upper” half-plane
onto the “inner” part of the unit disk.

One may wish that the hyperbolic Cayley transform diagonalises the action of
subgroup A, or some conjugate of it, in a fashion similar to the elliptic case (I.10.4)
for K. Geometrically, it corresponds to hyperbolic rotations of the hyperbolic unit disk
around the origin. Since the origin is the image of the point ι in the upper half-plane
under the Cayley transform, we will use the isotropy subgroup A′. Under the Cayley
map (I.10.7), an element of the subgroup A′ becomes

(I.10.10)
1

2

(
1 −j
j 1

)(
cosh t − sinh t
− sinh t cosh t

)(
1 j
−j 1

)
=

(
ejt 0
0 e−jt

)
,

where ejt = cosh t + j sinh t. The corresponding Möbius transformation is a multiplic-
ation by e2jt, which obviously corresponds to isometric hyperbolic rotations of O for
distance dh,h and length lch . This is illustrated in Fig. I.10.1(H:A’).

I.10.3. Parabolic Cayley Transforms

The parabolic case benefits from a larger variety of choices. The first, natural, at-
tempt is to define a Cayley transform from the same formula (I.10.1) with the parabolic
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value σ = 0. The corresponding transformation is defined by the matrix
(
1 −ε
0 1

)
and,

geometrically, produces a shift one unit down.
However, within the extended FSCc, a more general version of the parabolic Cay-

ley transform is also possible. It is given by the matrix

(I.10.11) Yσ̆ =

(
1 −ε
σ̆ε 1

)
, where σ̆ = −1, 0, 1 and det Yσ̆ = 1 for all σ̆.

Here, σ̆ = −1 corresponds to the parabolic Cayley transform Pe with an elliptic flavour,
and σ̆ = 1 to the parabolic Cayley transform Ph with a hyperbolic flavour. Finally, the
parabolic-parabolic transform Pp is given by the upper-triangular matrix mentioned
at the beginning of this section.

Figure I.10.3 presents these transforms in rows Pe, Pp and Ph, respectively. The
row Pp almost coincides with Fig. I.1.1 and the parabolic case in Fig. I.1.2. Consider-
ation of Fig. I.10.3 by following the columns from top to bottom gives an impressive
mixture of many common properties (e.g. the number of fixed points on the boundary
for each subgroup) with several gradual mutations.

The description of the parabolic unit disk admits several different interpretations
in terms of lengths from Definition I.7.9.

EXERCISE I.10.4. The parabolic Cayley transform Pσ̆, as defined by the matrix
Yσ̆ (I.10.11), always acts on the V-axis as a shift one unit down.

If σ̆ ̸= 0, then Pσ̆ transforms the real axis to the parabolic unit cycle such that

(I.10.12) Tpσ̆ = {(u, v) ∈ D | l2(B, (u, v)) · (−σ̆) = 1},

and the image of upper half-plane is

(I.10.13) Dpσ̆ = {(u, v) ∈ D | l2(B, (u, v)) · (−σ̆) < 1},

where the length l and the point B can be any of the following:
i. l2 = l2ce(B, (u, v)) = u2 + σ̆v is the (p,p,e)-length (I.7.6) from the e-centre
Be = (0,− σ̆2 ).

ii. l2 = l2fh(B, (u, v)) is the (p,p,h)-length (I.7.8) from the h-focus B = (0,−1− σ̆
4 ).

iii. l2 = l2fp(B, (u, v)) = u2

v+1 is the (p,p,p)-length (I.7.9) from the p-focus B =

(0,−1).
HINT: The statements are slightly tautological, since, by definition, p-cycles are the loci of points
with certain defined lengths from their respective centres or foci.⋄

REMARK I.10.5. Note that both the elliptic (I.10.5) and hyperbolic (I.10.8) unit
cycles can be also presented in the form similar to (I.10.12),

Dσ = {(u ′, v ′) | l2cσ(B, (u, v)) · (−σ) = 1},

in terms of the (σ,σ)-length from the σ-centre B = (0, 0) as in Exercise I.10.4.i.

The above descriptions (I.10.4.i and I.10.4.iii) are attractive for reasons given in the
following two exercises. Firstly, we note thatK-orbits in the elliptic case (Fig. I.10.1(E:K))
and A′-orbits in the hyperbolic case (Fig. I.10.1(H:A’)) of the Cayley transform are con-
centric.
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EXERCISE I.10.6. N-orbits in the parabolic cases (Fig. I.10.3(Pe : N, Pp : N, Ph :
N)) are concentric parabolas (or straight lines) in the sense of Definition I.4.3 with e-
centres at (0, 1

2 ), (0,∞) and (0,− 1
2 ), respectively. Consequently, theN-orbits are loci of

equidistant points in terms of the (p,p,e)-length from the respective centres.

Secondly, we observe that Cayley images of the isotropy subgroups’ orbits in el-
liptic and hyperbolic spaces in Fig. I.10.1(E:K) and (H:A) are equidistant from the ori-
gin in the corresponding metrics.

EXERCISE I.10.7. The Cayley transform of orbits of the parabolic isotropy sub-
group in Fig. I.10.1(Pe :N ′) comprises confocal parabolas consisting of points on the
same lfp -length (I.7.7) from the point (0,−1)—cf. I.10.4.iii.

We will introduce linear structures preserved by actions of the subgroups N and
N ′ on the parabolic unit disk in Chapter I.11.

REMARK I.10.8. We see that the variety of possible Cayley transforms in the para-
bolic case is larger than in the other two cases. It is interesting that this variety is a
consequence of the parabolic degeneracy of the generator ε2 = 0. Indeed, for both the
elliptic and the hyperbolic signs in ι2 = ±1, only one matrix (I.10.1) out of two possible(

1 ι
±σι 1

)
has a non-zero determinant. Also, all these matrices are non-singular only

for the degenerate parabolic value ι2 = 0.

Orbits of the isotropy subgroups A′, N ′ and K from Exercise I.3.20 under the Cay-
ley transform are shown in Fig. I.10.1, which should be compared with the action of
the same subgroup on the upper half-plane in Fig. I.3.1.

1

−ι

ι

E : K

1

−ι

ι

P : N

1

−ι

ι

P : N ′

1

−ι

ι

H : A ′

FIGURE I.10.1. Action of the isotropy subgroups of ι under the Cay-
ley transform—subgroup K in the elliptic case,N ′ in the parabolic and
A′ in the hyperbolic. Orbits of K and A′ are concentric while orbits of
N ′ are confocal. We also provide orbits of N which are concentric in
the parabolic case. The action of K, N ′ and A′ on the upper half-plane
are presented in Fig. I.3.1.

I.10.4. Cayley Transforms of Cycles

The next natural step within the FSCc is to expand the Cayley transform to the
space of cycles.
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I.10.4.1. Cayley Transform and FSSc. The effect of the Cayley transform on cycles
turns out to be a cycle similarity in the elliptic and hyperbolic cases only, the degener-
acy of the parabolic case requires a special treatment.Í

EXERCISE I.10.9. Let Csa be a cycle in A. Check that:
(e, h) In the elliptic or hyperbolic cases, the Cayley transform of the cycle Cσ is

RσĈσCσĈσRσ, i.e. the composition of the similarity (I.6.10) by the cycle Ĉsσ =
(σ, 0, 1, 1) and the similarity by the real line (see the first and last drawings in
Fig. I.10.2).

(p) In the parabolic case, the Cayley transform maps a cycle (k, l,n,m) to the
cycle (k− 2σ̆n, l,n,m− 2n).

HINT: We can follow a similar path to the proof of Theorem I.4.13. Alternatively, for the first
part, we notice that the matrix Yσ of the Cayley transform and the FSCc matrix of the cycle Ĉsσ
are different by a constant factor. The reflection in the real line compensates the effect of complex
conjugation in the similarity (I.6.10).⋄

EXERCISE I.10.10. Investigate what are images under the Cayley transform of zero-
radius cycles, selfadjoint cycles, orthogonal cycles and f-orthogonal cycles.

The above extension of the Cayley transform to the cycle space is linear, but in
the parabolic case it is not expressed as a similarity of matrices (reflections in a cycle).
This can be seen, for example, from the fact that the parabolic Cayley transform does
not preserve the zero-radius cycles represented by matrices with zero p-determinant.
Since orbits of all subgroups in SL2(R), as well as their Cayley images, are cycles in

σ = −1, σ̆ = −1

1

1

σ = 0, σ̆ = −1

1

1

σ = 0, σ̆ = 0

1

1

σ = 0, σ̆ = 1

1

1

σ = 1, σ̆ = 1

1

1

FIGURE I.10.2. Cayley transforms in elliptic (σ = −1), parabolic (σ =
0) and hyperbolic (σ = 1) spaces. In each picture, the reflection of
the real line in the green cycles (drawn continuously or dotted) is the
blue “unit cycle”. Reflections in the solidly-drawn cycles send the
upper half-plane to the unit disk and reflections in the dashed cycles
send it to its complement. Three Cayley transforms in the parabolic
space (σ = 0) are themselves elliptic (σ̆ = −1), parabolic (σ̆ = 0) and
hyperbolic (σ̆ = 1), giving a gradual transition between proper elliptic
and hyperbolic cases.

the corresponding metrics, we may use Exercises I.10.9(p) and I.4.16.ii to prove the
following statements (in addition to Exercise I.10.6).
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ÍEXERCISE I.10.11. Verify that:
i. A-orbits in transforms Pe and Ph are segments of parabolas with focal length

1
4 and passing through (0,−1). Their p-foci (i.e. vertices) belong to two para-
bolas v = (−u2 − 1) and v = (u2 − 1) respectively, which are the boundaries
of parabolic circles in Ph and Pe (note the swap!).

ii. K-orbits in transform Pe are parabolas with focal length less than 1
4 . In trans-

form Ph, they are parabolas where the reciprocal of the focal length is larger
than −4.

Since the action of the parabolic Cayley transform on cycles does not preserve
zero-radius cycles, one would be better using infinitesimal-radius cycles from Sec-
tion I.7.5 instead. Indeed, the Cayley transform preserves infinitesimality. Í

EXERCISE I.10.12. Show that images of infinitesimal cycles under the parabolic
Cayley transform are, themselves, infinitesimal cycles.

We recall a useful expression of concurrence with an infinitesimal cycle’s focus
through f-orthogonality from Exercise I.7.26.ii. Some caution is required since f-orthogonality
of generic cycles is not preserved by the parabolic Cayley transform, just like it is not
preserved by cycle similarity in Exercise I.10.9(p). A remarkable exclusion happens for
infinitesimal cycles. Í

EXERCISE I.10.13. An infinitesimal cycle Caσ̆ (I.7.13) is f-orthogonal (in the sense
of Exercise I.7.26.ii) to a cycle C̃aσ̆ if and only if the Cayley transform I.10.9(p) of Caσ̆ is
f-orthogonal to the Cayley transform of C̃aσ̆.

I.10.4.2. Geodesics on the Disks. We apply the advise quoted at the beginning of
this chapter to the invariant distance discussed in Chapter I.9. The equidistant curves
and respective geodesics in A are cycles, they correspond to certain cycles on the unit
disks. As on many previous occasions we need to distinguish the elliptic and hyper-
bolic cases from the parabolic one.

EXERCISE I.10.14. [165] Check that: Í
(e,h): Elliptic and hyperbolic Cayley transforms (I.10.1) send the respective geodesics (I.9.7)

and (I.9.9) passing ι to the straight line passing the origin. Consequently, any
geodesics is a cycle orthogonal to the boundary of the unit disk. The respect-
ive invariant metrics on the unit disks are, cf. [339, Table VI],

(I.10.14) sin−1
σ̊

|w−w ′|σ
2
√
(1+ σww̄)(1+ σw ′w̄ ′)

,

where σ̊ = 1 in the elliptic case and has a value depending on the degree of
space- or light-likeness in the hyperbolic case.

(p): The σ̆-parabolic Cayley transform (I.10.11) maps the σ̊-geodesics (I.9.18)
passing ε to the parabolas passing the origin:

(̊σ− 4σ̆+ 4t2)u2 − 8tu− 4v = 0.
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The invariant σ̊-metric on the σ̆-parabolic unit circle is

(I.10.15) sin−1
σ̊

|u− u ′|√
(1+ v+ σ̆u2)(1+ v ′ + σ̆u ′2)

.

The appearance of straight lines as geodesics in the elliptic and hyperbolic disks
is an illustration of its “own particular advantage” mentioned in the opening quote to
this chapter.

We will look closer on isometric transformations the unit disks in the next chapter.
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FIGURE I.10.3. EPH unit disks and actions of one-parameter sub-
groups A, N and K.
(E): The elliptic unit disk.
(Pe), (Pp), (Ph): The elliptic, parabolic and hyperbolic flavours of the
parabolic unit disk.
(H): The hyperbolic unit disk.





LECTURE I.11

Unitary Rotations

One of the important advantages of the elliptic and hyperbolic unit disks intro-
duced in Sections I.10.1–I.10.2 is a simplification of isotropy subgroup actions. Indeed,
images of the subgroups K and A′, which fix the origin in the elliptic and hyperbolic
disks, respectively, consist of diagonal matrices—see (I.10.4) and (I.10.10). These diag-
onal matrices produce Möbius transformations, which are multiplications by hyper-
complex unimodular numbers and, thus, are linear. In this chapter, we discuss the
possibility of similar results in the parabolic unit disks from Section I.10.3.

I.11.1. Unitary Rotations—an Algebraic Approach

Consider the elliptic unit disk zz̄ < 1 (I.10.6) with the Möbius transformations
transferred by the Cayley transform (I.10.1) from the upper half-plane. The isotropy

subgroup of the origin is conjugated toK and consists of the diagonal matrices
(
eiϕ 0
0 e−iϕ

)
(I.10.4).

The corresponding Möbius transformations are linear and are represented geometric-
ally by rotation of R2 by the angle 2ϕ. After making the identification R2 = C, this
action is given by the multiplication e2iϕ. The rotation preserves the (elliptic) dis-
tance (I.7.5) given by

(I.11.1) x2 + y2 = (x+ iy)(x− iy).

Therefore, the orbits of rotations are circles and any line passing the origin (a “spoke”)
is rotated by an angle 2ϕ—see Fig. II.3.1(E). We can also see that those rotations are iso-
metries for the conformally-invariant metric (I.10.14) on the elliptic unit disk. Moreover,
the rotated “spokes”—the straight lines through the origin—are geodesics for this in-
variant metric.

A natural attempt is to employ the algebraic aspect of this construction and trans-
late to two other cases (parabolic and hyperbolic) through the respective hypercom-
plex numbers.

EXERCISE I.11.1. Use the algebraic similarity between the three number systems
from Fig. B.2 and its geometric depiction from Fig. II.3.1 to check the following for each
EPH case:

i. The algebraic EPH disks are defined by the condition dσ,σ(0, z) < 1, where
d2σ,σ(0, z) = zz̄.

ii. There is the one-parameter group of automorphisms provided by multiplica-
tion by eιt, t ∈ R. Orbits of these transformations are “rims” dσ,σ(0, z) = r,
where r < 1.

135
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1

−ι

ι

E : K

1

−ι

ι

P0

1

−ι

ι

H : A

FIGURE I.11.1. Rotations of algebraic wheels, i.e. multiplication by
eιt: elliptic (E), trivial parabolic (P0) and hyperbolic (H). All blue or-
bits are defined by the identity x2−ι2y2 = r2. Green “spokes” (straight
lines from the origin to a point on the orbit) are “rotated” from the real
axis.

iii. The “spokes”, that is, the straight lines through the origin, are rotated. In
other words, the image of one spoke is another spoke.

The value of eιt can be defined, e.g. from the Taylor expansion of the exponent.
In particular, for the parabolic case, εk = 0 for all k ⩾ 2, so eεt = 1 + εt. Then, the
parabolic rotations explicitly act on dual numbers as follows:

(I.11.2) eεx : a+ εb 7→ a+ ε(ax+ b).

In other words, the value of the imaginary part does not affect transformation of
the real one, but not vice versa. This links the parabolic rotations with the Galilean
group [339] of symmetries of classical mechanics, with the absolute time disconnected
from space, cf. Section I.8.4.

The obvious algebraic similarity from Exercise II.3.1 and the connection to classical
kinematics is a widespread justification for the following viewpoint on the parabolic
case, cf. [129, 339]:

• The parabolic trigonometric functions cosp and sinp are trivial:

(I.11.3) cosp t = ±1, sinp t = t.

• The parabolic distance is independent from v if u ̸= 0:

(I.11.4) u2 = (u+ εv)(u− εv).

• The polar decomposition of a dual number is defined by, cf. [339, App. C(30’)]:

(I.11.5) u+ εv = u(1+ ε
v

u
), thus |u+ εv| = u, arg(u+ εv) =

v

u
.

• The parabolic wheel looks rectangular, see Fig. II.3.1(P0).
These algebraic analogies are quite explicit and are widely accepted as an ulti-

mate source for parabolic trigonometry [129, 241, 339]. However, we will see shortly
that there exist geometric motivation and a connection with the parabolic equation of
mathematical physics.
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I.11.2. Unitary Rotations—a Geometrical Viewpoint

We make another attempt at describing parabolic rotations. The algebraic attempt
exploited the representation of rotation by hypercomplex multiplication. However, in
the case of dual numbers this leads to a degenerate picture. If multiplication (a linear
transformation) is not sophisticated enough for this, we can advance to the next level
of complexity: linear-fractional.

In brief, we change our viewpoint from algebraic to geometric. Elliptic and hyper-
complex rotations of the respective unit disks are also Möbius transformations from
the one-parameter subgroups K and A′ in the respective Cayley transform. Therefore,
the parabolic counterpart corresponds to Möbius transformations from the subgroup
N ′.

For the sake of brevity, we will only treat the elliptic version Pe of the parabolic
Cayley transform from Section I.10.3. We use the Cayley transform defined by the
matrix

Cε =

(
1 −ε
−ε 1

)
.

The Cayley transform of matrices (I.3.7) from the subgroup N is

(I.11.6)
(

1 −ε
−ε 1

)(
1 t
0 1

)(
1 ε
ε 1

)
=

(
1+ εt t

0 1− εt

)
=

(
eεt t
0 e−εt

)
.

This is not too different from the diagonal forms in the elliptic (I.10.4) and hyper-
bolic (I.10.10). However, the off-diagonal (1, 2)-term destroys harmony. Nevertheless,
we will continue defining a unitary parabolic rotation to be the Möbius transformation
with the matrix (I.11.6), which is no longer multiplication by a scalar. For the subgroup
N ′, the matrix is obtained by transposition of (I.11.6).

In the elliptic and hyperbolic cases, the image of reference point (−ι) is:(
eit 0
0 e−it

)
: −i 7→ sin 2t− i cos 2t,(I.11.7) (

ejt 0
0 e−jt

)
: −j 7→ − sinh 2t− j cosh 2t,(I.11.8)

EXERCISE I.11.2. Check that parabolic rotations with the upper-triangular matrices
from the subgroup N become:

(I.11.9)
(
eεt t
0 e−εt

)
: −ε 7→ t− ε(1− t2).

This coincides with the cyclic rotations defined in [339, § 8]. A comparison with the
Euler formula seemingly confirms that sinp t = t, but suggests a new expression for
cosp t:

cosp t = 1− t2, sinp t = t.

Therefore, the parabolic Pythagoras’ identity would be

(I.11.10) sinp2 t+ cosp t = 1,
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which fits well between the elliptic and hyperbolic versions:

sin2 t+ cos2 t = 1, sinh2 t− cosh2 t = −1.

The identity (I.11.10) is also less trivial than the version cosp2 t = 1 from (II.3.3)–
(II.3.4)—see also [129]. The possible ranges of the cosine and sine functions are given
by the table:

elliptic parabolic hyperbolic
cosine [−1, 1] (−∞, 1] [1,∞)
sine [−1, 1] (−∞,∞) (−∞,∞)

There is a second option for defining parabolic rotations for the lower-triangular
matrices from the subgroup N ′. The important difference is now that the reference
point cannot be −ε since it is a fixed point (as well as any point on the vertical axis).
Instead, we take ε−1, which is an ideal element (a point at infinity), since ε is a divisor
of zero. The proper treatment is based on the projective coordinates, where point ε−1

is represented by a vector (1, ε)—see Section I.8.1.

EXERCISE I.11.3. Check the map of reference point ε−1 for the subgroup N ′:

(I.11.11)
(
e−εt 0
t eεt

)
:
1

ε
7→ 1

t
+ ε

(
1−

1

t2

)
.

A comparison with (I.11.9) shows that this form is obtained by the substitution
t 7→ t−1. The same transformation gives new expressions for parabolic trigonometric
functions. The parabolic “unit cycle” is defined by the equation u2 − v = 1 for both
subgroups—see Fig. I.10.1(P) and (P ′) and Exercise I.10.4. However, other orbits are
different and we will give their description in the next section. Figure I.10.1 illustrates
Möbius actions of matrices (I.11.7), (I.11.8) and (I.11.6) on the respective “unit disks”,
which are images of the upper half-planes under the respective Cayley transforms
from Sections I.10.1 and I.10.3.

At this point, the reader may suspect that the structural analogy mentioned at
the beginning of the section is insufficient motivation to call transformations (I.11.9)
and (I.11.11) “parabolic rotation” and the rest of the chapter is a kind of post-modern
deconstruction. To dispel any doubts, we present the following example:

EXAMPLE I.11.4 (The heat equation and kernel). The dynamics of heat distribu-
tion f(x, t) over a one-dimensional infinite string is modelled by the partial differential
equation

(I.11.12) (∂t − k∂
2
x)f(x, t) = 0, where x ∈ R, t ∈ R+.

For the initial-value problem with the data f(x, 0) = g(x), the solution is given by the
convolution (Poisson’s integral) [335, § 14.2]:

(I.11.13) u(x, t) =
1√
4πkt

∞∫
−∞

exp

(
−
(x− y)2

4kt

)
g(y)dy,

with the function exp(− x2

4kt ), which is called the heat kernel.
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EXERCISE I.11.5. Check that the Möbius transformations(
1 0
c 1

)
: x+ εt 7→ x+ εt

c(x+ εt) + 1

from the subgroup N ′ do not change the heat kernel. HINT: N ′-orbits from Fig. I.3.1 are
contour lines of the function exp(−u2

t
).⋄

The last example hints at further works linking the parabolic geometry with para-
bolic partial differential equations.

I.11.3. Rebuilding Algebraic Structures from Geometry

Rotations in elliptic and hyperbolic cases are given by products of complex or
double numbers, respectively, and, thus, are linear. However, non-trivial parabolic
rotations (I.11.9) and (I.11.11) (Fig. I.10.1(P) and (P ′)) are not linear.

Can we find algebraic operations for dual numbers which linearise these Möbius
transformations? To this end, we will “revert a theorem into a definition” and use this
systematically to recover a compatible algebraic structure.

I.11.3.1. Modulus and Argument. In the elliptic and hyperbolic cases, orbits of
rotations are points with a constant norm (modulus), either x2 + y2 or x2 − y2. In the
parabolic case, we already employed this point of view in Chapter I.9 to treat orbits
of the subgroupN ′ as equidistant points for certain Möbius-invariant metrics, and we
will do this again.

DEFINITION I.11.6. Orbits of actions (I.11.9) and (I.11.11) are contour lines for the
following functions which we call the respective moduli (norms):

(I.11.14) for N : |u+ εv| = u2 − v, for N ′ : |u+ εv| ′ =
u2

v+ 1
.

REMARK I.11.7. The definitions are supported by the following observations:
i. The expression |(u, v)| = u2 − v represents a parabolic distance from (0, 1

2 )
to (u, v)—see Exercise I.10.6—which is in line with the parabolic Pythagoras’
identity (I.11.10).

ii. The modulus forN ′ expresses the parabolic focal length from (0,−1) to (u, v)
as described in Exercise I.10.7.

The only straight lines preserved by both parabolic rotations N and N ′ are ver-
tical lines, so we will treat them as “spokes” for parabolic “wheels”. Elliptic spokes,
in mathematical terms, are “points on the complex plane with the same argument”.
Therefore we again use this for the parabolic definition.

DEFINITION I.11.8. Parabolic arguments are defined as follows:

(I.11.15) for N : arg(u+ εv) = u, for N ′ : arg ′(u+ εv) =
1

u
.

Both Definitions I.11.6 and I.11.8 possess natural properties with respect to para-
bolic rotations.
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EXERCISE I.11.9. Let wt be a parabolic rotation of w by an angle t in (I.11.9) or
in (I.11.11). Then

|wt|
(′) = |w|(′) , arg(′)wt = arg(′)w+ t,

where the primed versions are used for subgroup N ′.

REMARK I.11.10. Note that, in the commonly-accepted approach, cf. [339, App. C(30’)],
the parabolic modulus and argument are given by expressions (II.3.5), which are, in a
sense, opposite to our present agreements.

I.11.3.2. Rotation as Multiplication. We revert again theorems into definitions to
assign multiplication. In fact, we consider parabolic rotations as multiplications by un-
imodular numbers, thus we define multiplication through an extension of properties
from Exercise I.11.9:

DEFINITION I.11.11. The product of vectorsw1 andw2 is defined by the following
two conditions:

i. arg(′)(w1w2) = arg(′)w1 + arg(′)w2 and
ii. |w1w2|

(′) = |w1|
(′) · |w2|

(′).
Hereafter, primed versions of formulae correspond to the case of subgroup N ′ and
unprimed to the subgroup N.

We also need a special form of parabolic conjugation which coincides with sign
reversion of the argument:

DEFINITION I.11.12. Parabolic conjugation is given by

(I.11.16) u+ εv = −u+ εv.

Obviously, we have the properties |w|(′) = |w|(′) and arg(′)w = − arg(′)w. A
combination of Definitions I.11.6, I.11.8 and I.11.11 uniquely determines expressions
for products.

EXERCISE I.11.13. Check the explicit expressions for the parabolic products:

For N : (u, v) ∗ (u ′, v ′) = (u+ u ′, (u+ u ′)2 − (u2 − v)(u ′2 − v ′)).(I.11.17)

For N ′ : (u, v) ∗ (u ′, v ′) =

(
uu ′

u+ u ′ ,
(v+ 1)(v ′ + 1)

(u+ u ′)2
− 1

)
.(I.11.18)

Although both the above expressions look unusual, they have many familiar prop-
erties, which are easier to demonstrate from the implicit definition rather than the ex-
plicit formulae.

EXERCISE I.11.14. Check that both the products (I.11.17) and (I.11.18) satisfy the
following conditions:

i. They are commutative and associative.
ii. The respective rotations (I.11.9) and (I.11.11) are given by multiplications of a

dual number with the unit norm.
iii. The productw1w̄2 is invariant under the respective rotations (I.11.9) and (I.11.11).
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iv. For any dual number w, the following identity holds:

|ww̄| = |w|2 .

In particular, the property (I.11.14.iii) will be crucial below for an inner product.
We defined multiplication though the modulus and argument described in the

previous subsection. Our notion of the norm is rotational-invariant and unique up
to composition with a monotonic function of a real argument—see the discussion in
Section I.9.2. However, the argument can be defined with greater freedom—see Sec-
tion I.11.6.2.

I.11.4. Invariant Linear Algebra

Now, we wish to define a linear structure on R2 which is invariant under point
multiplication from the previous subsection (and, thus, under the parabolic rotations,
cf. Exercise I.11.14.ii). Multiplication by a real scalar is straightforward (at least for a
positive scalar)—it should preserve the argument and scale the norm of a vector. Thus,
we have formulae, for a > 0,

a · (u, v) = (u,av+ u2(1− a)) for N and(I.11.19)

a · (u, v) =

(
u,
v+ 1

a
− 1

)
for N ′.(I.11.20)

On the other hand, the addition of vectors can be done in several different ways.
We present two possibilities—one is tropical and the other, exotic.

I.11.4.1. Tropical form.

EXERCISE I.11.15 (Tropical mathematics). Consider the so-called max-plus algebra
Rmax, namely the field of real numbers together with minus infinity: Rmax = R∪{−∞}.
Define operations x⊕ y = max(x,y) and x⊙ y = x+ y. Check that:

i. The addition ⊕ and the multiplication ⊙ are associative.
ii. The addition ⊕ is commutative.

iii. The multiplication ⊙ is distributive with respect to the addition ⊕;
iv. −∞ is the neutral element for ⊕.

Similarly, define Rmin = R ∪ {+∞} with the operations x⊕ y = min(x,y), x⊙ y =
x+ y and verify the above properties.

The above example is fundamental in the broad area of tropical mathematics or
idempotent mathematics, also known as Maslov dequantisation algebras—see [246]
for a comprehensive survey.

Let us introduce the lexicographic order on R2:

(u, v) ≺ (u ′, v ′) if and only if
{

either u < u ′,
or u = u ′, v < v ′.

EXERCISE I.11.16. Check that above relation is transitive.

One can define functions min and max of a pair of points on R2, respectively. Then,
an addition of two vectors can be defined either as their minimum or maximum.
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EXERCISE I.11.17. Check that such an addition is commutative, associative and
distributive with respect to scalar multiplications (I.11.19) and (I.11.20) and, consequently,
is invariant under parabolic rotations.

Although an investigation of this framework looks promising, we do not study it
further for now.

I.11.4.2. Exotic form. Addition of vectors for both subgroups N and N ′ can be
defined by the following common rules, where subtle differences are hidden within
the corresponding Definitions I.11.6 (norms) and I.11.8 (arguments).

DEFINITION I.11.18. Parabolic addition of vectors is defined by the formulae:

arg(′)(w1 +w2) =
arg(′)w1 · |w1|

(′) + arg(′)w2 · |w2|
(′)

|w1 +w2|
(′) and(I.11.21)

|w1 +w2|
(′) = |w1|

(′) ± |w2|
(′) ,(I.11.22)

where primed versions are used for the subgroup N ′.

The rule for the norm of sum (I.11.22) may look too trivial at first glance. We
should say, in its defence, that it fits well between the elliptic |w+w ′| ⩽ |w|+ |w ′| and
hyperbolic |w+w ′| ⩾ |w| + |w ′| triangle inequalities for norms—see Section I.9.3 for
their discussion.

The rule (I.11.21) for the argument of the sum is also not arbitrary. From the law
of sines in Euclidean geometry, we can deduce that

sin(ϕ−ψ ′) =
|w| · sin(ψ−ψ ′)

|w+w ′|
and sin(ψ ′ − ϕ) =

|w ′| · sin(ψ−ψ ′)
|w+w ′|

,

where ψ(′) = argw(′) and ϕ = arg(w + w(′)). Using parabolic expression (II.3.3) for
the sine, sinp θ = θ, we obtain the arguments addition formula (I.11.21).

A proper treatment of zeros in the denominator of (I.11.21) can be achieved through
a representation of a dual numberw = u+εv as a pair of homogeneous polar (project-
ive) coordinates [a, r] = [|w|(′) · arg(′)w, |w|(′)] (primed version for the subgroup N ′).
Then, the above addition is defined component-wise in the homogeneous coordinates

w1 +w2 = [a1 + a2, r1 + r2], where wi = [ai, ri].

The multiplication from Definition I.11.11 is given in the homogeneous polar coordin-
ates by

w1 ·w2 = [a1r2 + a2r1, r1r2], where wi = [ai, ri].

Thus, homogeneous coordinates linearise the addition (I.11.21) and (I.11.22) and mul-
tiplication by a scalar (I.11.19).

Both formulae (I.11.21) and (I.11.22) together uniquely define explicit expressions
for the addition of vectors. However, these expressions are rather cumbersome and
not really much needed. Instead, we list the properties of these operations.

EXERCISE I.11.19. Verify that the vector additions for subgroupsN andN ′ defined
by (I.11.21) and (I.11.22) satisfy the following conditions:

i. they are commutative and associative;
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ii. they are distributive for multiplications (I.11.17) and (I.11.18). Consequently:
iii. they are parabolic rotationally-invariant;
iv. they are distributive in both ways for the scalar multiplications (I.11.19) and (I.11.20),

respectively:

a · (w1 +w2) = a ·w1 + a ·w2, (a+ b) ·w = a ·w+ b ·w.
To complete the construction, we need to define the zero vector and the inverse.

The inverse of w has the same argument as w and the opposite norm.

EXERCISE I.11.20. Check that, for corresponding subgroups, we have:
(N): The zero vector is (0, 0) and, consequently, the inverse of (u, v) is (u, 2u2 −
v).

(N ′): The zero vector is (∞,−1) and, consequently, the inverse of (u, v) is (u,−v−
2).

Thereafter, we can check that scalar multiplications by negative reals are given by
the same identities (I.11.19) and (I.11.20) as for positive ones.

I.11.5. Linearisation of the Exotic Form

Some useful information can be obtained from the transformation between the
parabolic unit disk and its linearised model. In such linearised coordinates (a,b), the
addition (I.11.21) and (I.11.22) is done in the usual coordinate-wise manner: (a,b) +
(a ′,b ′) = (a+ a ′,b+ b ′).

EXERCISE I.11.21. Calculate values of a and b in the linear combination (u, v) =
a · (1, 0) + b · (−1, 0) and check the following:

i. For the subgroup N, the relations are:

u =
a− b

a+ b
, v =

(a− b)2

(a+ b)2
− (a+ b),(I.11.23)

a =
u2 − v

2
(1+ u), b =

u2 − v

2
(1− u).(I.11.24)

ii. For the subgroup N ′, the relations are:

u =
a+ b

a− b
, v =

(a+ b)

(a− b)2
− 1, a =

u(u+ 1)

2(v+ 1)
, b =

u(u− 1)

2(v+ 1)
.

We also note that both norms (I.11.14) have exactly the same value a + b in the
respective (a,b)-coordinates. It is not difficult to transfer parabolic rotations from the
(u, v)-plane to (a,b)-coordinates.

EXERCISE I.11.22. Show that:
i. The expression for N action (I.11.9) in (a,b) coordinates is:

(I.11.25)
(
eεt t
0 e−εt

)
: (a,b) 7→

(
a+

t

2
(a+ b),b−

t

2
(a+ b)

)
.

HINT: Use identities (I.11.23).⋄
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ii. After (Euclidean) rotation by 45◦ given by

(I.11.26) (a,b) 7→ (a+ b,a− b),

formula (I.11.25) coincides with the initial parabolic rotation (II.3.2) shown in
Fig. II.3.1(P0).

iii. The composition of transformations (I.11.23) and (I.11.26) maps algebraic op-
erations from Definitions I.11.11 and I.11.18 to the corresponding operations
on dual numbers.

This should not be surprising, since any associative and commutative two-dimen-
sional algebra is formed either by complex, dual or double numbers [241]. However,
it does not trivialise our construction, since the above transition is essentially singular
and shall be treated within the birational geometry framework [224]. Similar singular
transformations of time variable in the hyperbolic setup allow us to linearise many
non-linear problems of mechanics [281, 282].

Another application of the exotic linear algebra is the construction of linear rep-
resentations of SL2(R) induced by characters of subgroup N ′ which are realised as
parabolic rotations [194].

I.11.6. Conformality and Geodesics

We conclude our consideration of the parabolic rotations with a couple of links to
other notions considered earlier.

I.11.6.1. Retrospective: Parabolic Conformality. The irrelevance of the standard
linear structure for parabolic rotations manifests itself in many different ways, e.g. in
an apparent “non-conformality” of lengths from parabolic foci, that is, with the para-
meter σ̊ = 0 in Proposition I.7.14.iii. Adapting our notions to the proper framework
restores a clear picture.

The initial Definition I.7.13 of conformality considers the usual limit y ′ → y along
a straight line, i.e. a “spoke” in terms of Fig. II.3.1. This is justified in the elliptic and
hyperbolic cases. However, in the parabolic setting the proper “spokes” are vertical
lines—see Definition I.11.8 of the argument and the illustration in Fig. I.10.1(P) and
(P ′). Therefore, the parabolic limit should be taken along the vertical lines.

DEFINITION I.11.23. We say that a length l is p-conformal if, for any given P = u+ιv
and another point P ′ = u ′ + ιv ′, the following limit exists and is independent from u ′:

lim
v′→∞

l(
−−→
QQ ′)

l(
−−→
PP ′)

, where g ∈ SL2(R), Q = g · P, Q ′ = g · P ′.

Í
EXERCISE I.11.24. Let the focal length be given by the identity (I.7.7) with σ = σ̊ =

0:

l2fσ̆(
−−→
PP ′) = −σ̆p2 − 2vp, where p =

(u ′ − u)2

2(v ′ − v)
.

Check that lfσ̆ is p-conformal and, moreover,

(I.11.27) lim
v′→∞

lfσ̆(
−−→
QQ ′)

lfσ̆(
−−→
PP ′)

=
1

(cu+ d)2
, where g =

(
a b
c d

)
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and Q = g · P, Q ′ = g · P ′.

I.11.6.2. Perspective: Parabolic Geodesics. We illustrated unitary rotations of the
unit disk by an analogy with a wheel. Unitarity of rotations is reflected in the rigid
structure of transverse “rims” and “spokes”. The shape of “rims” is always predefined—
they are orbits of rotations. They also define the loci of points with the constant norm.
However, there is some flexibility in our choice of parabolic “spokes”, i.e. points with
the same value of argument. This is not determined even under the strict guidance of
the elliptic and hyperbolic cases.

In this chapter, we take the simplest possible assumption: elliptic and hyperbolic
“spokes” are straight lines passing through the origin. Consequently, we have looked
for parabolic “spokes” which are straight lines as well. The only family of straight lines
invariant under the parabolic rotations (I.11.9) and (I.11.11) are vertical lines, thus we
obtained the situation depicted in Fig. I.10.1.

However, the above path is not the only possibility. We can view straight lines
in the elliptic and hyperbolic cases as geodesics for the invariant distance on the re-
spective unit disks, see Exercise I.10.14(e,p). This is perfectly consistent with unitary
rotations and suggests that parabolic “rims” for rotations (I.11.11) shall be respective
parabolic geodesics on the parabolic unit disk, see Fig. I.11.2.

1

−ι

ι

E : K

1

−ι

ι

P : N ′

1

−ι

ι

H : A ′

FIGURE I.11.2. Geodesics as spokes. In each case “rims” are points
equidistant from the origin, “spokes” are geodesics between the origin
and any point on the rims.

There are three flavours of parabolic geodesics, cf. Fig. I.9.3(PE–PH) and Exer-
cise I.10.14(p). All of them can be used as “spokes” of parabolic unit disk, but we
show only the elliptic flavour in Fig. I.11.2.

EXERCISE I.11.25. Define the parabolic argument to be constant along geodesics
from Exercise I.10.14(p) drawn by blue lines in Fig. I.9.3. What is the respective multi-
plication formula? Is there a rotation-invariant linear algebra?





LECTURE I.12

Cycles Cross Ratio: an Invitation

In this chapter we review the cycles cross ratio introduced in [217]. This is an in-
variant with applications in Möbius and Lie sphere geometry [32, Ch. 3; 59; 148] which
is analogous to the cross-ratio of four points in projective [255; 303, § 9.3; 339, App. A]
and hyperbolic geometries [24, § 4.4; 276, III.5; 300, § I.5]. To avoid technicalities and
stay visual we will work in two dimensions, luckily all main features are already il-
luminated in this case. Our purpose is not to give an exhausting presentation (in
fact, we are hoping it is far from being possible now), but rather to draw attention
to the new invariant and its benefits to the various geometrical settings. There are sev-
eral far-reaching generalisations in higher dimensions and non-Euclidean metrics, see
Sect. I.12.4 for a discussion. In abstract framework the new invariant can be considered
in any projective space with a bilinear pairing.

There is an interactive version of this chapter implemented as a Jupyter note-
book [216] based on the MoebInv software package [215].

I.12.1. Preliminaries: Projective space of cycles

We introduce our topic following its historic development. This conforms to our
hands-on approach as an opposition to a start from the most general abstract construc-
tion.

Circles are the traditional subject of geometrical studies and their numerous prop-
erties were already widely presented in Euclid’s Elements. However, advances in their
analytical presentations is not a so distant history.

A straightforward parametrisation of a circle equation:

(I.12.1) x2 + y2 + 2gx+ 2fy+ c = 0

by a point (g, f, c) in some subset of the three-dimensional Euclidean space R3 was
used in [276, Ch. II]. Abstractly, we can treat a point (x0,y0) of a plane as the zero
radius circle with coefficients (g, f, c) = (−x0,−y0, x

2
0 + y

2
0).

It is more advantageous to use the equation

(I.12.2) k(x2 + y2) − 2lx− 2ny+m = 0 ,

which also includes straight lines for k = 0. This extension comes at a price: para-
meters (k, l,n,m) shall be treated as elements of the three dimensional projective
space PR3 rather than the Euclidean space R4 since equations (I.12.2) with (k, l,n,m)
and (k1, l1,n1,m1) = (λk, λl, λn, λm) defines the same set of points for any λ ̸= 0.
This parametrisation is known as tetracyclic/polyspheric coordinates, cf. [36, § 20.7;
150, § 2.4.1].

147

https://en.wikipedia.org/wiki/Lie_sphere_geometry
https://en.wikipedia.org/wiki/Cross-ratio
https://github.com/vvkisil/Cycles-cross-ratio-Invitation
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The next observation is that the linear structure of PR3 is relevant for circles geo-
metry. For example, the traditional concept of pencil of circles [71, § 2.3] is nothing else
but the linear span in PR3 [300, § I.1.c]. Therefore, it will be convenient to accept all
points (k, l,n,m) ∈ PR3 on equal ground even if they correspond to an empty set of
solutions (x,y) in (I.12.2). The latter can be thought as “circles with imaginary radii”.

It is also appropriate to consider (0, 0, 0, 1) as a representative of the point C∞ at
infinity, which complements R2 to the Riemann sphere. Following [339], we call circles
(with real and imaginary radii), straight lines and points (including C∞) on a plane by
joint name cycles. Correspondingly, the space PR3 representing them—the cycles space.

Sometimes, we need to consider cycles with an orientation. This can be used, for
example, to distinguish “inner” and “outer” tangency of cycles [101, 211, 215]. Fur-
thermore, oriented cycles and their tangency relations are the starting point for the Lie
sphere geometry. It is easy to encode cycles’ orientations through polyspheric coordin-
ates: cycles (k, l,n,m) and (k ′, l ′,n ′,m ′) have the opposite orientations if (k, l,n,m) =
(λk ′, λl ′, λn ′, λm ′) for some negative λ and two points (k, l,n,m) and (k ′, l ′,n ′,m ′)
are considered as representatives of the same oriented cycle if (k, l,n,m) = (λk ′, λl ′, λn ′, λm ′)
for a positive λ.

An algebraic consideration often benefits from the introduction of complex num-
bers. For example, we can re-write (I.12.2) as:(

−1 z
)(L −m
k −L

)(
z
1

)
= kzz− Lz− Lz+m(I.12.3)

= k(x2 + y2) − 2lx− 2ny+m .

where z = x + iy and L = l + in. We call Fillmore–Springer–Cnops construction (or

FSCc for short) the association of the matrix C =

(
L −m
k −L

)
to a cycle with coefficients

(k, l,n,m) [64; 65, § 4.1; 100].
A reader may expect a more straightforward realisation of the quadratic form (I.12.2),

cf. [300, § I.1; 306, Thm. 9.2.11]:

(I.12.4)
(
z 1

)( k −L

−L m

)(
z
1

)
= kzz− Lz− Lz+m .

However, FSCc will show its benefits in the next section. Meanwhile, we note that a
point z corresponding to the zero radius cycle with the centre z is represented by the
matrix

(I.12.5) Z =

(
z −zz
1 −z

)
=

1

2

(
z z
1 1

)(
1 −z
1 −z

)
for (k, l,n,m) = (1, x,y, x2 + y2)

where detZ = 0. Also, the point at infinity can be represented by a zero radius cycle:

(I.12.6) C∞ =

(
0 −1
0 0

)
for (k, l,n,m) = (0, 0, 0, 1) .

More generally, det
(
L −m
k −L

)
= −k2r2 for k ̸= 0 and the cycle’s radius r.
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I.12.2. Fractional linear transformations and the invariant product

In the spirit of the Erlangen programme of Felix Klein (greatly influenced by Sophus
Lie), a consideration of cycle geometry is based on a group of transformations pre-

serving this family [185, 198]. LetM =

(
α β
γ δ

)
be an invertible 2× 2 complex matrix.

Then the fractional linear transformation (FLT for short) of the extended complex plane
Ċ = C ∪ {∞} is defined by:

(I.12.7)
(
α β
γ δ

)
: z 7→ αz+ β

γz+ δ
.

It will be convenient to introduce the notationM for the matrix
(
α β

γ δ

)
with complex

conjugated entries of M. For a cycle C the matrix C corresponds to the reflection of C
in the real axis y = 0. Also, due to special structure of FSCc matrix we easily check
that

(I.12.8) CC = CC = −det(C)I or C ∼ C−1 projectively if det(C) ̸= 0.

If a cycle C is composed from a non-empty set of points in (x,y) ∈ R2 satisfy-
ing (I.12.2), then their images under transformation (I.15.1) form again a cycle C1 with
notable link to FSCc:

LEMMA I.12.1. Transformation (I.15.1) maps a cycle C =

(
L −m
k −L

)
into a cycle C1 =(

L1 −m1

k1 −L1

)
such that C1 =MCM−1.

Clearly, the map C → MCM−1 is meaningful for any cycle, including imaginary
ones, thus we regard it as FLT action on the cycle space. For the matrix form (I.12.4)
the above identity C1 =MCM−1 needs to be replaced by the matrix congruence C1 =
M∗CM [300, § II.6.e; 306, Thm. 9.2.13]. This difference is significant in view of the
following definition.

DEFINITION I.12.2. For two cycles C and C1 define the cycles product by:

(I.12.9) ⟨C,C1⟩ = − tr(CC1) ,

where tr denotes the trace of a matrix.
We call two cycles C and C1 orthogonal if ⟨C,C1⟩ = 0.

It is easy to find the explicit expression of the cycle product (I.12.9):

(I.12.10) ⟨C,C1⟩ = km1 + k1m− 2ll1 − 2nn1 ,

and observe that it is linear in coefficients of the cycle C (and C1 as well). On the other
hand, it is the initial definition (I.12.9), which allows us to use the invariance of trace
under matrix similarity to conclude the following.

COROLLARY I.12.3. The cycles product is invariant under the transformation C 7→
MCM−1. Therefore FLT (I.15.1) preserves orthogonality of cycles.

https://en.wikipedia.org/wiki/Erlangen_program
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The cycle product is a rather recent addition to the cycle geometry, see independ-
ent works [64; 65, § 4.1; 100; 163, § 4.2]. Interestingly, expression (I.12.9) essentially
repeats the GNS-construction in C∗-algebras [14] which is older by half of century at
least.

EXAMPLE I.12.4. [198, Ch. 6; 211; 212] The cycles product and cycles orthogonality
encode a great amount of geometrical characteristics. For example, for cycles repres-
ented by non-empty sets of points in R2 we note the following:

i. A cycle is a straight line if it is orthogonal ⟨C,C∞⟩ = 0 to the zero radius cycle
at infinity C∞ (I.12.6).

ii. A cycle Z represents a point if Z is self-orthogonal (isotropic): ⟨Z,Z⟩ = 0. More
generally, (I.12.8) implies:

(I.12.11) ⟨C,C⟩ = 2 det(C) .

iii. A cycle C passes a point Z if they are orthogonal ⟨C,Z⟩ = 0.
iv. A cycle C represents a line in Lobachevsky geometry[303, Ch. 12] if it is or-

thogonal
〈
C,CR

〉
= 0 to the real line cycle CR =

(
i 0
0 i

)
.

v. Two cycles are orthogonal as subsets of a plane (i.e. they have perpendic-
ular tangents at an intersection point) if they are orthogonal in the sense of
Defn. I.12.2.

vi. Two cycles C and C1 are tangent (i.e. have a unique point in common) if

⟨C,C1⟩2 = ⟨C,C⟩ ⟨C1,C1⟩ .
vii. Inversive distance [71, § 5.8] θ of two (non-isotropic) cycles is defined by the

formula:

(I.12.12) θ =
⟨C,C1⟩√

⟨C,C⟩ ⟨C1,C1⟩
.

In particular, the above discussed orthogonality corresponds to θ = 0 and the
tangency to θ = ±1. For intersecting cycles θ is the cosine of the intersecting
angle.

viii. A generalisation of Steiner power d(C,C1) of two cycles is defined as, cf. [101,
§ 1.1]:

(I.12.13) d(C,C1) = ⟨C,C1⟩+
√
⟨C,C⟩ ⟨C1,C1⟩ ,

where both cycles C and C1 are scaled to have k = 1 and k1 = 1. Geo-
metrically, the generalised Steiner power for spheres provides the square of
tangential distance.

REMARK I.12.5. The cycles product is indefinite, see [113] for an account of the
theory with some refreshing differences to the more familiar situation of inner product
spaces. One illustration is the presence of self-orthogonal non-zero vectors, see Ex. I.13.2.iii
above. Another noteworthy observation is that the product (I.12.10) has the Lorent-
zian signature (1, 3) and R4 with this product is isomorphic to Minkowski space-
time [163, § 4.2].
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I.12.3. Cycles cross ratio

Due to the projective nature of the cycles space (i.e. matrices C and λC correspond
to the same cycle) a non-zero value of the cycle product (I.12.9) is not directly meaning-
ful. Of course, this does not affect the cycles orthogonality. A partial remedy in other
cases is possible through various normalisations [198, § 5.2]. Usually they are specified
by either of the following conditions

i. k = 1, which is convenient for metric properties of cycles. It brings us back to
the initial equation (I.12.1) and is not possible for straight lines; or

ii. ⟨C,C⟩ = ±1 which was suggested in [163, § 4.2] and is useful, say, for tan-
gency but is not possible for points.

Recall, that the projective ambiguity is elegantly balanced in the cross ratio of four
points [24, § 4.4; 276, III.5; 300, § I.5]:

(I.12.14) (z1, z2; z3, z4) =
z1 − z3
z1 − z4

:
z2 − z3
z2 − z4

.

We use this classical pattern in the following definition.

DEFINITION I.12.6. A cycles cross ratio of four cycles C1, C2, C3 and C4 is:

(I.12.15) ⟨C1,C2;C3,C4⟩ =
⟨C1,C3⟩
⟨C1,C4⟩

:
⟨C2,C3⟩
⟨C2,C4⟩

assuming ⟨C1,C4⟩ ⟨C2,C3⟩ ̸= 0. If ⟨C1,C4⟩ ⟨C2,C3⟩ = 0 but ⟨C1,C3⟩ ⟨C2,C4⟩ ̸= 0 we
put ⟨C1,C2;C3,C4⟩ = ∞. The cycles cross ratio is generally undefined in the remaining
case of an indeterminacy 0

0 .

Note that some additional geometrical reasons may help to resolve the last situ-
ation, see the consideration of orthogonality/tangency with zero radius cycle in Ex. I.12.9.

As an initial justification of the definition we list the following properties.

PROPOSITION I.12.7. i. The cycles cross ratio is a well-defined FLT-invariant of
quadruples of cycles.

ii. The cycles cross ratio of four zero radius cycles is the squared modulus of the cross
ratio for the respective points:

(I.12.16) ⟨Z1,Z2;Z3,Z4⟩ = |(z1, z2; z3, z4)|
2 .

iii. There is the cancellation formula:

(I.12.17) ⟨C1,C;C3,C4⟩ ⟨C,C2;C3,C4⟩ = ⟨C1,C2;C3,C4⟩ .
PROOF. The first statement follows from Cor. I.12.3 and the construction of the

cycles cross ratio. To show the second statement we derive from (I.12.5) and (I.12.10)
that:

⟨Zi,Zj⟩ = |zi − zj|
2 ,

if we use representations of zero radius cycles Zi and Zj by coefficients with ki = kj =
1. This implies (I.12.16). A demonstration of (I.12.17) is straightforward. □

To demonstrate that there is more than just a formal similarity between the two we
briefly list some applications. First, we rephrase Ex. I.12.4.vii in new terms.
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EXAMPLE I.12.8. The capacitance cap(C,C1) of two cycles [144, § 5.1; 145, Defn. 3]
coincides with the following cycles cross product:

cap(C,C1) = ⟨C,C1;C1,C⟩ = θ2,
where θ is the inversive distance (I.13.11). Thereafter, FLT-invariance of the cycles cross
ratio implies that the intersection angle of cycles is FLT-invariant. In particular cycles
are

i. orthogonal if ⟨C,C1;C1,C⟩ = 0;
ii. tangent if ⟨C,C1;C1,C⟩ = ±1; and

iii. disjoint if |⟨C,C1;C1,C⟩| > 1.
Relation I.12.8.i is merely a consequence of the first-order orthogonality relation ⟨C,C1⟩ =
0, which is fundamental to conformal and incidence geometries, cf. Ex. I.12.4(i)–(v).
Meanwhile, the tangency condition (ii) is genuinely quadratic and shall be equally sig-
nificant in Lie spheres geometry, the Steiner’s porism [144, 145], and other questions
formulated purely in terms of cycles’ tangency.

EXAMPLE I.12.9. If a non-zero radius cycle passes a zero radius cycle (point) their
cross ratio has an indeterminacy 0

0 . Geometrically their relation can be seen in either
ways: as orthogonality or tangency. Therefore, the indeterminacy of the cycle cross
ratio can be geometrically resolved differently either to 0 (indicates orthogonality) or
1 (corresponds to tangency). More specifically (see the supporting symbolic computa-
tions in the notebook [216]):

• Orthogonality. Consider a cycle Zt with a fixed centre and a variable squared
radius t. Take a generic cycle C orthogonal to Zt. To resolve an indeterm-
inacy 0

0 we use l’Hospital’s rule at the point t = 0, which corresponds to Zt
becoming a zero radius cycle. This produces ⟨C,Zt;Zt,C⟩ |t=0 = 0.
• Tangency. For a zero radius cycle Z and passing it cycle C, consider a generic

cycle Ct = (1 − t) · Z + t · C, t ∈ [0, 1] from the pencil (linearly) spanned by
Z and C. Since Ct touches C Ex. I.12.8.ii implies that ⟨Ct,C;C,Ct⟩ = 1 for
t > 0 and Ct coincides with Z for t = 0. Thus, we can extend the value 1 to
[Z,C;C,Z] by continuity.

The last technique makes the cycles cross ratio meaningful for Lie spheres geometry,
which extends FLT by non-point Lie transformations, when a non-zero radius cycle is
sent to a zero radius one.

EXAMPLE I.12.10. The Steiner power (I.13.12) can be written as:

(I.12.18) d(C,C1) =
〈
C,CR ;C1,CR

〉
+
√〈
C,CR ;C,CR

〉
·
√〈
C1,CR ;C1,CR

〉
,

where CR is the real line and cycles C and C1 do not need to be normalised in any
particular way. Thereafter, the Steiner power is an invariant of two cycles C and C1

under Möbius transformations, since they fix the real line CR . The Möbius invariance
is not so obvious from expression (I.13.12).

The next two applications will generalise the main features of the traditional cross
ratio. Recall the other name of the cross ratio—the anharmonic ratio. The origin of the
latter is as follows. Two points z1 and z2 on a line define a one-dimensional sphere
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Z2

Z1

Co

C2

C

C1

FIGURE I.12.1. Cycles cross ratio for two conjugated cycles

with the centre O = 1
2 (z1 + z2), which can be taken as the origin. Two points c1 and c2

are called harmonically conjugated (with respect to z1 and z2) if:

c1 · c2 = −z1 · z2, cf. z1 z2c1 c2O

It is easy to check that in this case

(I.12.19) (c1, c2; z1, z2) = −1 .

Thus, the cross ratio can be viewed as a measure how far four points are from har-
monic conjugation, i.e. a measure of anharmonicity of a quadruple. To make a similar
interpretation of the cycles cross ratio recall that for FSCc matrices of a cycle C1 and
its reflection C2 in a cycle C we have: C2 = CC1C, cf. [198, § 6.5]. That is, the reflec-
tion in a cycle C is the composition of FLT transform with FSCc matrix C and complex
conjugation of matrix entries. It is easy to obtain the following:

PROPOSITION I.12.11. If a cycle C1 is a reflection of C2 in a cycle C then:

⟨C1,C;C,C1⟩ = ⟨C2,C;C,C2⟩ .
More generally, the reflection in a cycle preserves the inversive distance, cf. Ex. I.12.8.

The above condition is necessary, we describe a sufficient one as a figure in the
sense of [211,212,215]. In short, a figure is an ensemble of cycles interrelated by cycles’
relations. For the purpose of this chapter an FLT-invariant relation “to be orthogonal”
between two cycles is enough. Software implementations of these figures can be found
in [216].

CONSTRUCTION I.12.12. i. For two given cycles C and C1 construct the re-
flection C2 = CC1C of C1 in C.

ii. Take any cycle Co orthogonal to C and C1, see Ill. I.12.1. All such cycles make
a pencil—one dimensional subspace of the projective space of cycles. That
is because there are only two linear equations for orthogonality (I.12.10) to
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Z1

C

C2

Z2

C1

R

FIGURE I.12.2. Construction for Möbius invariant distance between
two cycles

determine four projective coordinates (ko, lo,no,mo). By Prop. I.12.11 Co is
also orthogonal to C2.

iii. Define cycles by orthogonality to C, Co and itself (zero radius condition), that
is the intersection points of C and Co. Since self-orthogonality is a quadratic
condition there are two solutions: Z1 and Z2.

iv. The harmonic conjugation ofC1 andC2 (their reflection inC) implies, cf. (I.12.19):

(I.12.20) ⟨C1,C2;Z1,Z2⟩ = 1 .

This is demonstrated by symbolic computation in [216].

As the final illustration, we introduce Möbius-invariant distance between cycles.
Recall that FLT with an SL2(R) matrix fixes the real line and it is called a Möbius
transformation [185; 198, Ch. 1; 306, § 9.3]. The corresponding figure is as follows, see
Ill. I.12.2:

CONSTRUCTION I.12.13. i. Let two distinct cycles C1 and C2 be given and
they are different from the real line CR .

ii. Define a cycle C to be orthogonal to C1, C2, and CR . It is specified by three
linear equations for homogeneous coordinates (k, l,n,m). In generic position
a solution is unique, however it can be an imaginary cycle (with a negative
square of the radius).

iii. Define cycles by orthogonality to C, CR and itself, that is the intersection
points of C and CR . In general position there are two solutions which we
denote by Z1 and Z2. For an imaginary cycle C first coordinates of Z1 and Z2

are conjugated complex numbers.
iv. Since the entire construction is completely determined by the given cycles C1

and C2 we define the distance between two cycles by:

(I.12.21) d(C1,C2) =
1
2 log ⟨C1,C2;Z1,Z2⟩ .

From Möbius invariance of the real line and cycles cross ratio our construction
implies the following:
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PROPOSITION I.12.14. i. Distance (I.12.21) is Möbius invariant;
ii. For zero radius cyclesC1,C2 formula (I.12.21) coincides with the Lobachevsky metric

on the upper-half plane.
iii. For any cycle C3 orthogonal to C the (signed) distance is additive: d(C1,C3) =

d(C1,C2) + d(C2,C3).
iv. If centres of C1 and C2 are on the imaginary axis (therefore Z1 and Z2 are zero and

infinity) then d(C1,C2) = log(m1/k1) − log(k2/m2).

Obviously, Prop. I.12.14.ii is the consequence of (I.12.16) and I.12.14.iii follows
from the cancellation rule (I.12.17). On the other hand, the expression in I.12.14.iv
can be obtained by a direct computation, see [216]. Note, that in this case mi/ki is
the square tangential distance (also known as the generalised Steiner power (I.13.12),
(I.12.18)) from Z1 (the origin) to the cycle Ci. Thus, for a zero radius Ci it coincides
with the usual distance between centres of Z1 and Ci and Prop. I.12.14.iv recreates the
classical result [24, (7.2.6)].

Comparing constructions on Ill. I.12.1–I.12.2 and formulae (I.12.20)–(I.12.21) we
can say that the invariant distance measures how far two cycles are from being reflec-
tions of each other in the real line.

There is an alternative way to define a distance between spheres using cross ratio.
Recall the formula [26, (15.2.1)]

(I.12.22) sinh2
1

2
d(z,w) =

|z−w|2

4ℑzℑw
.

The alternative distance is defined again via the cross ratio although of the different
form:

(I.12.23) sinh2
1

2
da(z,w) = −

1

2
(C1,R;C2,R).

Note, that this time we do not use additional cycles besides the Möbius-invariant real
line.

The connection between the definition (I.12.21) of the distance and the new one is
given by the formula

sinh2
t

2
=
et + e−t − 2

4
.

To the see the distinction of two definitions we compare them for two cycles

C = (1, 0, v,d2) and C! = (1, 0, v1,d
2
1),

which are vertically aligned. Without loss of generality this can be always achieved by
a suitable Möbius transformation. Another technical assumption is that cycles do not
intersect the real axis, which simplifies the symbolic computations. With all of these
we get:
(I.12.24)

sinh2
1

2
d(C,C1) =

1

4

d2 − 2dd1 + d
2
1

dd1
and sinh2

1

2
da(C,C1) =

1 d2 − 2vv1 + d
2
1

vv1
/

There is the clear inconsistency of two expressions by the presence of parameters v
and v1 in the second one. Yet, both formulae give the same distances for points,
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which correspond to the case d = v and d1 = v1 in (??). Obviously, we get the value
sinh2 1

2da(C,C1) =
1
4
(v−v1)

2

vv1
agreeing with (I.12.22).

Further example with geometric significance is the cycle distance from a point
(0, v) to a cycle (1, 0, v1, v

2
1 − r

2) with a radius r. The answer is

sinh2
1

2
da(C,C1) =

1

4

(v− v1)
2 − r2

vv1
.

That is the tangential distance (v− v1)
2 − r2 to the cycle modified by the same ”hyper-

bolic factor” 1/(vv1). as in the point case (I.12.22).

I.12.4. Discussion and generalisations

We presented some evidence that the cycles cross ratio extends to Lie spheres geo-
metry the concept of the cross ratio of four points. It is natural to expect that a majority
of the classic theory [24, § 4.4; 255; 276, III.5; 300, § I.5; 303, § 9.3; 339, App. A] admits
similar adaptation as well. However, we can expect even more than that.

One can lay down a general framework for the introduced invariant (I.12.15) in
generic projective spaces as follows1. Let V be a vector space over an arbitrary field
F with a bilinear pairing ⟨·, ·⟩ : V × V → F. Upon choosing any four points of the
projective space on V one may select arbitrary non-zero vectors, say c1, c2, c3, c4,
representing these points. Then the quotient

(I.12.25)
⟨c1, c3⟩
⟨c1, c4⟩

:
⟨c2, c3⟩
⟨c2, c4⟩

will in general be an element of F. Whenever this scalar is well defined it obviously will
be an invariant under the natural action of the general orthogonal group GO(V, ⟨·, ·⟩)
on the point set of the underlying projective space. More generally, a sort of projective
space can be defined on a module V for a weaker structure than a field, say, algebras
of dual and double numbers [261]. In such cases numerous divisors of zero prompt a
projective treatment [52; 198, § 4.5] of the new cross ratio (I.12.25). Another perspective
direction to research are discrete Möbius geometries [144, 145].

The geometric applications of the new invariant (I.12.15), (I.12.25) are expected
much beyond the currently presented situation of circles on a plane. Indeed, FSCc
and cycles product based on Clifford algebras works in spaces of higher dimensions
and with non-degenerate metrics of arbitrary signatures [64; 65, § 4.1; 100; 198]. In a
straightforward fashion cycles cross ratio (I.12.15) remains a geometric FLT-invariant
in higher dimensions as well.

A more challenging situation occurs if we have a degenerate metric and cycles are
represented by parabolas [339] and respective FLT are based on dual numbers [44].
Besides theoretical interest such spaces are meaningful physical models [117, 118, 150,
339]. The differential geometry loses its ground in the degenerate case and non-commutative/non-
local effects appear [198, § 7.2]. The presence of zero divisors among dual numbers

1I am grateful to an anonymous referee for pointing this out in his/her report.
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prompts a projective approach [52; 198, § 4.5] to the cross ratio of four dual num-
bers, which replaces (I.12.14). Variational methods do not produce FLT-invariant fam-
ily of geodesics in the degenerate case, instead geometry of cycles needs to be em-
ployed [165]. Our construction from Figure I.12.13 shall be usable to define Möbius
invariant distance between parabolic cycles as well, cf. [198, § 9.5].

Last but not least, if we restrict the group of transformations from FLT to Möbius
maps (or any other subgroup of FLT which fixes a particular cycle) we will get a lar-
ger set of invariants. In particular, the FSCc matrix (I.12.3) and the corresponding
cycles product (I.12.9) can use different number systems (complex, dual or double) in-
dependently from the geometry of the plane [185; 198, § 5.3; 209]. Therefore, there will
be three different cycles cross ratios (I.12.15) for each geometry of circles, parabolas
and hyperbolas. This echoes the existence of nine Cayley–Klein geometries [115; 284;
339, App. A].

Various aspects of the cycles cross ratio appear to be a wide and fruitful field for
further research.





LECTURE I.13

An Extension of Möbius–Lie Geometry with Conformal
Ensembles of Cycles

We propose to consider ensembles of cycles (quadrics), which are interconnec-
ted through conformal-invariant geometric relations (e.g. “to be orthogonal”, “to be
tangent”, etc.), as new objects in an extended Möbius–Lie geometry. It was recently
demonstrated in several related papers, that such ensembles of cycles naturally para-
meterise many other conformally-invariant families of objects, e.g. loxodromes or con-
tinued fractions.

The paper describes a method, which reduces a collection of conformally invari-
ant geometric relations to a system of linear equations, which may be accompanied
by one fixed quadratic relation. To show its usefulness, the method is implemented
as a C++ library. It operates with numeric and symbolic data of cycles in spaces of
arbitrary dimensionality and metrics with any signatures. Numeric calculations can
be done in exact or approximate arithmetic. In the two- and three-dimensional cases
illustrations and animations can be produced. An interactive Python wrapper of the
library is provided as well.

I.13.1. Introduction

Lie sphere geometry [32, Ch. 3; 59; 148] in the simplest planar setup unifies circles,
lines and points—all together called cycles in this setup. Symmetries of Lie spheres
geometry include (but are not limited to) fractional linear transformations (FLT) of the
form:

(I.13.1)
(
a b
c d

)
: x 7→ ax+ b

cx+ d
, where det

(
a b
c d

)
̸= 0.

Following other sources, e.g. [306, § 9.2], we call (I.13.1) by FLT and reserve the name
“Möbius maps” for the subgroup of FLT which fixes a particular cycle. For example, on
the complex plane FLT are generated by elements of SL2(C) and Möbius maps fixing
the real line are produced by SL2(R) [198, Ch. 1].

There is a natural set of FLT-invariant geometric relations between cycles (to be
orthogonal, to be tangent, etc.) and the restriction of Lie sphere geometry to invariants
of FLT is called Möbius–Lie geometry. Thus, an ensemble of cycles, structured by a set
of such relations, will be mapped by FLT to another ensemble with the same structure.

It was shown recently that ensembles of cycles with certain FLT-invariant relations
provide helpful parametrisations of new objects, e.g. points of the Poincaré extended
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space [209], loxodromes [218] or continued fractions [28, 208], see Example I.13.3 be-
low for further details. Thus, we propose to extend Möbius–Lie geometry and consider
ensembles of cycles as its new objects, cf. formal Defn. I.13.5. Naturally, “old” objects—
cycles—are represented by simplest one-element ensembles without any relation. This
paper provides conceptual foundations of such extension and demonstrates its prac-
tical implementation as a C++ library figure1. Interestingly, the development of this lib-
rary shaped the general approach, which leads to specific realisations in [208,209,218].

More specifically, the library figure manipulates ensembles of cycles (quadrics) in-
terrelated by certain FLT-invariant geometric conditions. The code is build on top of
the previous library cycle [185, 186, 198], which manipulates individual cycles within
the GiNaC [21] computer algebra system. Thinking an ensemble as a graph, one can
say that the library cycle deals with individual vertices (cycles), while figure considers
edges (relations between pairs of cycles) and the whole graph. Intuitively, an inter-
action with the library figure reminds compass-and-straightedge constructions, where
new lines or circles are added to a drawing one-by-one through relations to already
presented objects (the line through two points, the intersection point or the circle with
given centre and a point). See Example I.13.6 of such interactive construction from the
Python wrapper, which provides an analytic proof of a simple geometric statement.

It is important that both libraries are capable to work in spaces of any dimen-
sionality and metrics with an arbitrary signatures: Euclidean, Minkowski and even
degenerate. Parameters of objects can be symbolic or numeric, the latter admit calcula-
tions with exact or approximate arithmetic. Drawing routines work with any (elliptic,
parabolic or hyperbolic) metric in two dimensions and the euclidean metric in three
dimensions.

The mathematical formalism employed in the library cycle is based on Clifford
algebras, which are intimately connected to fundamental geometrical and physical ob-
jects [132, 133]. Thus, it is not surprising that Clifford algebras have been already used
in various geometric algorithms for a long time, for example see [86, 134, 334] and
further references there. Our package deals with cycles through Fillmore–Springer–
Cnops construction (FSCc) which also has a long history, see [65, § 4.1; 100; 163, § 4.2;
191; 198, § 4.2; 300, § 1.1] and section I.13.2.1 below. Compared to a plain analytical
treatment [32, Ch. 3; 276, Ch. 2], FSCc is much more efficient and conceptually coher-
ent in dealing with FLT-invariant properties of cycles. Correspondingly, the computer
code based on FSCc is easy to write and maintain.

The paper outline is as follows. In Section I.13.2 we sketch the mathematical theory
(Möbius–Lie geometry) covered by the package of the previous library cycle [186] and
the present library figure. We expose the subject with some references to its history
since this can facilitate further development.

Sec. I.13.3.1 describes the principal mathematical tool used by the library figure.
It allows to reduce a collection of various linear and quadratic equations (expressing
geometrical relations like orthogonality and tangency) to a set of linear equations and
at most one quadratic relation (I.13.8). Notably, the quadratic relation is the same in
all cases, which greatly simplifies its handling. This approach is the cornerstone of

1All described software is licensed under GNU GPLv3 [112].
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the library effectiveness both in symbolic and numerical computations. In Sec. I.13.3.2
we present several examples of ensembles, which were already used in mathematical
theories [208, 209, 218], then we describe how ensembles are encoded in the present
library figure through the functional programming framework.

Sec. I.13.4 outlines several typical usages of the package. An example of a new
statement discovered and demonstrated by the package is given in Thm. I.13.7. In
Sec. I.13.5 we list of some further tasks, which will extend capacities and usability of
the package.

All coding-related material is enclosed as appendices in the full documentation on
the project page [186]. They contain:

i. Numerous examples of the library usage starting from the very simple ones.
ii. A systematic list of callable methods.

iii. Actual code of the library.
Sec. I.13.2, Example I.13.6 below or the above-mentioned first two appendices of the
full documentation can serve as an entry point for a reader with respective preferences
and background.

I.13.2. Möbius–Lie Geometry and the cycle Library

We briefly outline mathematical formalism of the extend Möbius–Lie geometry,
which is implemented in the present package. We do not aim to present the complete
theory here, instead we provide a minimal description with a sufficient amount of
references to further sources. The hierarchical structure of the theory naturally splits
the package into two components: the routines handling individual cycles (the library
cycle briefly reviewed in this section), which were already introduced elsewhere [186],
and the new component implemented in this work, which handles families of interre-
lated cycles (the library figure introduced in the next section).

I.13.2.1. Möbius–Lie geometry and FSC construction. Möbius–Lie geometry in
Rn starts from an observation that points can be treated as spheres of zero radius
and planes are the limiting case of spheres with radii diverging to infinity. Oriented
spheres, planes and points are called together cycles. Then, the second crucial step is to
treat cycles not as subsets of Rn but rather as points of some projective space of higher
dimensionality, see [33, Ch. 3; 59; 276; 300].

To distinguish two spaces we will call Rn as the point space and the higher dimen-
sion space, where cycles are represented by points—the cycle space. Next important
observation is that geometrical relations between cycles as subsets of the point space
can be expressed in term of some indefinite metric on the cycle space. Therefore, if
an indefinite metric shall be considered anyway, there is no reason to be limited to
spheres in Euclidean space Rn only. The same approach shall be adopted for quadrics
in spaces Rpqr of an arbitrary signature p+ q+ r = n, including r nilpotent elements,
cf. (I.13.2) below.

A useful addition to Möbius–Lie geometry is provided by the Fillmore–Springer–
Cnops construction (FSCc) [65, § 4.1; 100; 163, § 4.2; 191; 198, § 4.2; 289, § 18; 300, § 1.1].
It is a correspondence between the cycles (as points of the cycle space) and certain
2× 2-matrices defined in (I.16.14) below. The main advantages of FSCc are:
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i. The correspondence between cycles and matrices respects the projective struc-
ture of the cycle space.

ii. The correspondence is FLT covariant.
iii. The indefinite metric on the cycle space can be expressed through natural

operations on the respective matrices.
The last observation is that for restricted groups of Möbius transformations the metric
of the cycle space may not be completely determined by the metric of the point space,
see [185; 191; 198, § 4.2] for an example in two-dimensional space.

FSCc is useful in consideration of the Poincaré extension of Möbius maps [209],
loxodromes [218] and continued fractions [208]. In theoretical physics FSCc nicely de-
scribes conformal compactifications of various space-time models [130; 187; 198, § 8.1].
Regretfully, FSCc have not yet propagated back to the most fundamental case of com-
plex numbers, cf. [306, § 9.2] or somewhat cumbersome techniques used in [32, Ch. 3].
Interestingly, even the founding fathers were not always strict followers of their own
techniques, see [101].

We turn now to the explicit definitions.

I.13.2.2. Clifford algebras, FLT transformations, and Cycles. We describe here
the mathematics behind the the first library called cycle, which implements funda-
mental geometrical relations between quadrics in the space Rpqr with the dimension-
ality n = p+ q+ r and metric x21 + . . .+ x2p − x

2
p+1 − . . .− x2p+q. A version simplified

for complex numbers only can be found in [208, 209, 218].
The Clifford algebra Cℓ(p,q, r) is the associative unital algebra over R generated

by the elements e1,. . . ,en satisfying the following relation:

(I.13.2) eiej = −ejei , and e2i =

 −1, if 1 ⩽ i ⩽ p;
1, if p+ 1 ⩽ i ⩽ p+ q;
0, if p+ q+ 1 ⩽ i ⩽ p+ q+ r.

It is common [65,75,132,133,289] to consider mainly Clifford algebras Cℓ(n) = Cℓ(n, 0, 0)
of the Euclidean space or the algebra Cℓ(p,q) = Cℓ(p,q, 0) of the pseudo-Euclidean
(Minkowski) spaces. However, Clifford algebras Cℓ(p,q, r), r > 0 with nilpotent gen-
erators e2i = 0 correspond to interesting geometry [191, 198, 261, 339] and physics [117,
118, 120, 200, 203, 210] as well. Yet, the geometry with idempotent units in spaces with
dimensionality n > 2 is still not sufficiently elaborated.

An element of Cℓ(p,q, r) having the form x = x1e1 + . . . + xnen can be associated
with the vector (x1, . . . , xn) ∈ Rpqr. The reversion a 7→ a∗ in Cℓ(p,q, r) [65, (1.19(ii))] is
defined on vectors by x∗ = x and extended to other elements by the relation (ab)∗ =

b∗a∗. Similarly the conjugation is defined on vectors by x̄ = −x and the relation ab =

b̄ā. We also use the notation |a|2 = aā for any product a of vectors. An important
observation is that any non-zero x ∈ Rn00 has a multiplicative inverse: x−1 = x̄

|x|2
. For

a 2× 2-matrixM =

(
a b
c d

)
with Clifford entries we define, cf. [65, (4.7)]

(I.13.3) M̄ =

(
d∗ −b∗

−c∗ a∗

)
and M∗ =

(
d̄ b̄
c̄ ā

)
.
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ThenMM̄ = δI for the pseudodeterminant δ := ad∗ − bc∗ .
Quadrics in Rpq—which we continue to call cycles—can be associated to 2 × 2

matrices through the FSC construction [65, (4.12); 100; 198, § 4.4]:

(I.13.4) kx̄x− lx̄− xl̄+m = 0 ↔ C =

(
l m
k l̄

)
,

where k,m ∈ R and l ∈ Rpq. For brevity we also encode a cycle by its coefficients
(k, l,m). A justification of (I.16.14) is provided by the identity:(

1 x̄
)(l m
k l̄

)(
x
1

)
= kxx̄− lx̄− xl̄+m, since x̄ = −x for x ∈ Rpq.

The identification is also FLT-covariant in the sense that the transformation (I.13.1)

associated with the matrix M =

(
a b
c d

)
sends a cycle C to the cycle MCM∗ [65,

(4.16)]. We define the FLT-invariant inner product of cycles C1 and C2 by the identity

⟨C1,C2⟩ = ℜ tr(C1C2) ,(I.13.5)

where ℜ denotes the scalar part of a Clifford number. This definition in term of
matrices immediately implies that the inner product is FLT-invariant. The explicit ex-
pression in terms of components of cycles C1 = (k1, l1,m1) and C2 = (k2, l2,m2) is
also useful sometimes:

⟨C1,C2⟩ = l1l2 + l̄1l̄2 +m1k2 +m2k1 .(I.13.6)

As usual, the relation ⟨C1,C2⟩ = 0 is called the orthogonality of cycles C1 and C2. In
most cases it corresponds to orthogonality of quadrics in the point space. More gen-
erally, most of FLT-invariant relations between quadrics may be expressed in terms
FLT-invariant inner product (I.13.5). For the full description of methods on individual
cycles, which are implemented in the library cycle, see the respective documenta-
tion [186].

REMARK I.13.1. Since cycles are elements of the projective space, the following
normalised cycle product:

(I.13.7) [C1,C2] :=
⟨C1,C2⟩√

⟨C1,C1⟩ ⟨C2,C2⟩
is more meaningful than the cycle product (I.13.5) itself. Note that, [C1,C2] is defined
only if neither C1 nor C2 is a zero-radius cycle (i.e. a point). Also, the normalised cycle
product is GL2(C)-invariant in comparison to SL2(C)-invariance of (I.13.5).

We finish this brief review of the library cycle by pointing to its light version writ-
ten in Asymptote language [126] and distributed together with the paper [218]. Al-
though the light version mostly inherited API of the library cycle, there are some sig-
nificant limitations caused by the absence of GiNaC support:

i. there is no symbolic computations of any sort;
ii. the light version works in two dimensions only;

iii. only elliptic metrics in the point and cycle spaces are supported.
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On the other hand, being integrated with Asymptote the light version simplifies pro-
duction of illustrations, which are its main target.

I.13.3. Ensembles of Interrelated Cycles and the figure Library

The library figure has an ability to store and resolve the system of geometric re-
lations between cycles. We explain below some mathematical foundations, which
greatly simplify this task.

I.13.3.1. Connecting quadrics and cycles. We need a vocabulary, which translates
geometric properties of quadrics on the point space to corresponding relations in the
cycle space. The key ingredient is the cycle product (I.13.5)–(I.14.17), which is linear in
each cycles’ parameters. However, certain conditions, e.g. tangency of cycles, involve
polynomials of cycle products and thus are non-linear. For a successful algorithmic
implementation, the following observation is important: all non-linear conditions below
can be linearised if the additional quadratic condition of normalisation type is imposed:

(I.13.8) ⟨C,C⟩ = ±1.
This observation in the context of the Apollonius problem was already made in [101].
Conceptually the present work has a lot in common with the above mentioned paper
of Fillmore and Springer, however a reader need to be warned that our implementation
is totally different (and, interestingly, is more closer to another paper [100] of Fillmore
and Springer).

REMARK I.13.2. Interestingly, the method of order reduction for algebraic equa-
tions is conceptually similar to the method of order reduction of differential equations
used to build a geometric dynamics of quantum states in [7].

Here is the list of relations between cycles implemented in the current version of
the library figure.

i. A quadric is flat (i.e. is a hyperplane), that is, its equation is linear. Then,
either of two equivalent conditions can be used:
(a) k component of the cycle vector is zero;
(b) the cycle is orthogonal ⟨C1,C∞⟩ = 0 to the “zero-radius cycle at infinity”

C∞ = (0, 0, 1).
ii. A quadric on the plane represents a line in Lobachevsky-type geometry if it

is orthogonal
〈
C1,CR

〉
= 0 to the real line cycle CR . A similar condition is

meaningful in higher dimensions as well.
iii. A quadricC represents a point, that is, it has zero radius at given metric of the

point space. Then, the determinant of the corresponding FSC matrix is zero
or, equivalently, the cycle is self-orthogonal (isotropic): ⟨C,C⟩ = 0. Naturally,
such a cycle cannot be normalised to the form (I.13.8).

iv. Two quadrics are orthogonal in the point space Rpq. Then, the matrices rep-
resenting cycles are orthogonal in the sense of the inner product (I.13.5).
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v. Two cycles C and C̃ are tangent. Then we have the following quadratic con-
dition:

(I.13.9)
〈
C, C̃

〉2
= ⟨C,C⟩

〈
C̃, C̃

〉 (
or
[
C, C̃

]
= ±1

)
.

With the assumption, that the cycle C is normalised by the condition (I.13.8),
we may re-state this condition in the relation, which is linear to components
of the cycle C:

(I.13.10)
〈
C, C̃

〉
= ±

√〈
C̃, C̃

〉
.

Different signs here represent internal and outer touch.
vi. Inversive distance θ of two (non-isotropic) cycles is defined by the formula:

(I.13.11)
〈
C, C̃

〉
= θ

√
⟨C,C⟩

√〈
C̃, C̃

〉
In particular, the above discussed orthogonality corresponds to θ = 0 and
the tangency to θ = ±1. For intersecting spheres θ provides the cosine of the
intersecting angle. For other metrics, the geometric interpretation of inversive
distance shall be modified accordingly.

If we are looking for a cycle C with a given inversive distance θ to a
given cycle C̃, then the normalisation (I.13.8) again turns the defining rela-
tion (I.13.11) into a linear with respect to parameters of the unknown cycle
C.

vii. A generalisation of Steiner power d of two cycles is defined as, cf. [101, § 1.1]:

(I.13.12) d =
〈
C, C̃

〉
+
√
⟨C,C⟩

√〈
C̃, C̃

〉
,

where both cycles C and C̃ are k-normalised, that is the coefficient in front the
quadratic term in (I.16.14) is 1. Geometrically, the generalised Steiner power
for spheres provides the square of tangential distance. However, this relation
is again non-linear for the cycle C.

If we replace C by the cycle C1 = 1√
⟨C,C⟩

C satisfying (I.13.8), the iden-

tity (I.13.12) becomes:

(I.13.13) d · k =
〈
C1, C̃

〉
+

√〈
C̃, C̃

〉
,

where k = 1√
⟨C,C⟩

is the coefficient in front of the quadratic term of C1. The

last identity is linear in terms of the coefficients of C1.
Summing up: if an unknown cycle is connected to already given cycles by any com-
bination of the above relations, then all conditions can be expressed as a system of linear
equations for coefficients of the unknown cycle and at most one quadratic equation (I.13.8).
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I.13.3.2. Figures as families of cycles—functional approach. We start from some
examples of ensembles of cycles, which conveniently describe FLT-invariant families
of objects.

EXAMPLE I.13.3. i. The Poincaré extension of Möbius transformations from
the real line to the upper half-plane of complex numbers is described by a
triple of cycles {C1,C2,C3} such that:
(a) C1 and C2 are orthogonal to the real line;
(b) ⟨C1,C2⟩2 ⩽ ⟨C1,C1⟩ ⟨C2,C2⟩;
(c) C3 is orthogonal to any cycle in the triple including itself.

A modification [208] with ensembles of four cycles describes an extension
from the real line to the upper half-plane of complex, dual or double numbers.
The construction can be generalised to arbitrary dimensions [24].

ii. A parametrisation of loxodromes is provided by a triple of cycles {C1,C2,C3}

such that, cf. [218] and Fig. I.13.1:
(a) C1 is orthogonal to C2 and C3;
(b) ⟨C2,C3⟩2 ⩾ ⟨C2,C2⟩ ⟨C3,C3⟩.

Then, main invariant properties of Möbius–Lie geometry, e.g. tangency of
loxodromes, can be expressed in terms of this parametrisation [218].

iii. A continued fraction is described by an infinite ensemble of cycles (Ck) such
that [28]:
(a) All Ck are touching the real line (i.e. are horocycles);
(b) (C1) is a horizontal line passing through (0, 1);
(c) Ck+1 is tangent to Ck for all k > 1.

This setup was extended in [208] to several similar ensembles. The key ana-
lytic properties of continued fractions—their convergence—can be linked to
asymptotic behaviour of such an infinite ensemble [28].

iv. A remarkable relation exists between discrete integrable systems and Möbius
geometry of finite configurations of cycles [41, 226–228, 297]. It comes from
“reciprocal force diagrams” used in 19th-century statics, starting with J.C. Max-
well. It is demonstrated in that the geometric compatibility of reciprocal
figures corresponds to the algebraic compatibility of linear systems defining
these configurations. On the other hand, the algebraic compatibility of linear
systems lies in the basis of integrable systems. In particular [226,227], import-
ant integrability conditions encapsulate nothing but a fundamental theorem
of ancient Greek geometry.

v. An important example of an infinite ensemble is provided by the representa-
tion of an arbitrary wave as the envelope of a continuous family of spherical
waves. A finite subset of spheres can be used as an approximation to the
infinite family. Then, discrete snapshots of time evolution of sphere wave
packets represent a FLT-covariant ensemble of cycles [20]. Further physical
applications of FLT-invariant ensembles may be looked at [150].

One can easily note that the above parametrisations of some objects by ensembles
of cycles are not necessary unique. Naturally, two ensembles parametrising the same
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object are again connected by FLT-invariant conditions. We presented only one ex-
ample here, cf. [218].

FIGURE I.13.1. Animated graphics of equivalent three-cycle paramet-
risations of a loxodrome. The green cycle is C1, two red circles are C2

and C3.

EXAMPLE I.13.4. Two non-degenerate triples {C1,C2,C3} and {C̃1, C̃2, C̃3} para-
meterise the same loxodrome as in Ex. I.13.3I.13.3.ii if and only if all the following
conditions are satisfied:

i. Pairs {C2,C3} and {C̃2, C̃3} span the same hyperbolic pencil. That is cycles C̃2

and C̃3 are linear combinations of C2 and C3 and vise versa.
ii. Pairs {C2,C3} and {C̃2, C̃3} have the same normalised cycle product (I.15.12):

(I.13.14) [C2,C3] =
[
C̃2, C̃3

]
.
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iii. The elliptic-hyperbolic identity holds:

(I.13.15)
arccosh

[
Cj, C̃j

]
arccosh [C2,C3]

≡ 1

2π
arccos

[
C1, C̃1

]
(mod 1) ,

where j is either 2 or 3.
Equivalent triples of cycles parametrising the same loxodrome are shown on Fig. I.13.1
(an animation is available with the electronic version of this paper).

The respective equivalence relation for parametrisation of Poincaré extension from
Ex. I.13.3I.13.3.i is provided in [209, Prop. 12]. These examples suggest that one can
expand the subject and applicability of Möbius–Lie geometry through the following
formal definition.

DEFINITION I.13.5. Let X be a set, R ⊂ X × X be an oriented graph on X and f
be a function on R with values in FLT-invariant relations from § I.13.3.1. Then (R, f)-
ensemble is a collection of cycles {Cj}j∈X such that

Ci and Cj are in the relation f(i, j) for all (i, j) ∈ R.
For a fixed FLT-invariant equivalence relations ∼ on the set E of all (R, f)-ensembles,
the extended Möbius–Lie geometry studies properties of cosets E/ ∼.

This definition can be suitably modified for
i. ensembles with relations of more then two cycles; and/or

ii. ensembles parametrised by continuous setsX, cf. wave envelopes in Ex. I.13.3I.13.3.v.
The above extension was developed along with the realisation the library figure

within the functional programming framework—in contrast to procedural approach used
in popular software packages like GeoGebra [135], CaRMetal [124], Kig [77], Dr. Geo [96]
etc. The later provides a fixed set of geometric construction procedures, e.g. “find
the midpoint of an interval”, “drop the perpendicular from a point to a line”, etc. In
contrast, all new cycles in class figure are added through a list of defining relations,
which links the new cycle to already existing ones2. So other geometric packages are
designed in the same paradigm as FORTRAN programming language while class figure
is similar to Lisp.

It is well-known that both procedural and functional approaches to programme
languages realises Turing computability paradigm. Similarly, the above mentioned
interactive geometry packages and the present figure library may be treated as an ex-
tension of the classical geometric compass-and-straightedge constructions, where new
lines or circles are drawn through already existing elements. If requested, an explicit
evaluation of cycles’ parameters from this data may be attempted.

To avoid “chicken or the egg” dilemma all cycles are stored in a hierarchical struc-
ture of generations, numbered by integers. The basic principles are:

i. Any explicitly defined cycle (i.e., a cycle which is not related to any previously
known cycle) is placed into generation-0;

2In fact, it is possible (and useful!) to include relations of a new cycle to itself as well. For example,
points are defined by the condition to be self-orthogonal.
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ii. Any new cycle defined by relations to previous cycles from generations k1, k2,
. . . , kn is placed to the generation k calculated as:

(I.13.16) k = max(k1,k2, . . . ,kn) + 1.

This rule does not forbid a cycle to have a relation to itself, e.g. isotropy
(self-orthogonality) condition ⟨C,C⟩ = 0, which specifies point-like cycles, cf.
relation I.13.2.iii in § I.13.3.1. In fact, this is the only allowed type of relations
to cycles in the same (not even speaking about younger) generations.

There are the following alterations of the above rules:
i. From the beginning, every figure has two pre-defined cycles: the real line (hy-

perplane) CR , and the zero radius cycle at infinity C∞ = (0, 0, 1). These cycles
are required for relations I.13.2.i and I.13.2.ii from the previous subsection. As
predefined cycles, CR and C∞ are placed in negative-numbered generations
defined by the macros REAL LINE GEN and INFINITY GEN.

ii. If a point is added to generation-0 of a figure, then it is represented by a zero-
radius cycle with its centre at the given point. Particular parameter of such
cycle dependent on the used metric, thus this cycle is not considered as ex-
plicitly defined. Thereafter, the cycle shall have some parents at a negative-
numbered generation defined by the macro GHOST GEN.

A figure can be in two different modes: freeze or unfreeze, the second is default. In
the unfreeze mode an addition of a new cycle by its relation prompts an evaluation
of its parameters. If the evaluation was successful then the obtained parameters are
stored and will be used in further calculations for all children of the cycle. Since many
relations (see the previous Subsection) are connected to quadratic equation (I.13.8), the
solutions may come in pairs. Furthermore, if the number or nature of conditions is not
sufficient to define the cycle uniquely (up to natural quadratic multiplicity), then the
cycle will depend on a number of free (symbolic) variable.

There is a macro-like tool, which is called subfigure. Such a subfigure is a figure itself,
such that its inner hierarchy of generations and relations is not visible from the current
figure. Instead, some cycles (of any generations) of the current figure are used as pre-
defined cycles of generation-0 of subfigure. Then only one dependent cycle of subfigure,
which is known as result, is returned back to the current figure. The generation of the
result is calculated from generations of input cycles by the same formula (I.13.16).

There is a possibility to test certain conditions (“are two cycles orthogonal?”) or
measure certain quantities (“what is their intersection angle?”) for already defined
cycles. In particular, such methods can be used to prove geometrical statements ac-
cording to the Cartesian programme, that is replacing the synthetic geometry by purely
algebraic manipulations.

EXAMPLE I.13.6. As an elementary demonstration, let us prove that if a cycle r is
orthogonal to a circle a at the point C of its contact with a tangent line l, then r is also
orthogonal to the line l. To simplify setup we assume that a is the unit circle. Here is
the Python code:

1 F= f i g u r e ( )
2 a=F . add cycle ( cycle2D ( 1 , [ 0 , 0 ] , − 1 ) , ”a” )
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3 l =symbol ( ” l ” )
4 C=symbol ( ”C” )
5 F . a d d c y c l e r e l ( [ i s t a n g e n t i ( a ) , i s o r t h o g o n a l ( F . g e t i n f i n i t y ( ) ) , o n l y r e a l s ( l )

] , l )
6 F . a d d c y c l e r e l ( [ i s o r t h o g o n a l (C) , i s o r t h o g o n a l ( a ) , i s o r t h o g o n a l ( l ) , o n l y r e a l s

(C) ] ,C)
7 r=F . a d d c y c l e r e l ( [ i s o r t h o g o n a l (C) , i s o r t h o g o n a l ( a ) ] , ” r ” )
8 Res=F . c h e c k r e l ( l , r , ” orthogonal ” )
9 for i in range ( len ( Res ) ) :

10 print ”Tangent and radius are orthogonal : %s ” %\
11 bool ( Res [ i ] . subs (pow( cos ( wild ( 0 ) ) , 2 ) ==1−pow( s i n ( wild ( 0 ) ) , 2 ) ) . normal ( ) )

The first line creates an empty figure F with the default euclidean metric. The next
line explicitly uses parameters (1, 0, 0,−1) of a to add it to F. Lines 3–4 define symbols
l and C, which are needed because cycles with these labels are defined in lines 5–6
through some relations to themselves and the cycle a. In both cases we want to have
cycles with real coefficients only and C is additionally self-orthogonal (i.e. is a zero-
radius). Also, l is orthogonal to infinity (i.e. is a line) and C is orthogonal to a and
l (i.e. is their common point). The tangency condition for l and self-orthogonality of
C are both quadratic relations. The former has two solutions each depending on one
real parameter, thus line l has two instances. Correspondingly, the point of contact C
and the orthogonal cycle r through C (defined in line 7) each have two instances as
well. Finally, lines 8–11 verify that every instance of l is orthogonal to the respective
instance of r, this is assisted by the trigonometric substitution cos2(∗) = 1 − sin2(∗)
used for parameters of l in line 11. The output predictably is:
Tangent and circle r are orthogonal: True

Tangent and circle r are orthogonal: True

An original statement proved by the library figure for the first time will be con-
sidered in the next Section.

I.13.4. Mathematical Usage of the Library

The developed library figure has several different uses:
• It is easy to produce high-quality illustrations, which are fully-accurate in

mathematical sence. The user is not responsible for evaluation of cycles’
parameters, all computations are done by the library as soon as the figure
is defined in terms of few geometrical relations. This is especially helpful for
complicated images which may contain thousands of interrelated cycles. See
Escher-like Fig. I.13.2 which shows images of two circles under the modular
group action [316, § 14.4].
• The package can be used for computer experiments in Möbius–Lie geometry.

There is a possibility to create an arrangement of cycles depending on one or
several parameters. Then, for particular values of those parameters certain
conditions, e.g. concurrency of cycles, may be numerically tested or graphic-
ally visualised. It is possible to create animations with gradual change of the
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FIGURE I.13.2. Action of the modular group on the upper half-plane.

FIGURE I.13.3. An example of Apollonius problem in three dimensions.
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parameters, which are especially convenient for illustrations, see Fig. I.13.5 in
the electronic version of this paper and [207].
• Since the library is based on the GiNaC system, which provides a symbolic

computation engine, there is a possibility to make fully automatic proofs of
various statements in Möbius–Lie geometry. Usage of computer-supported
proofs in geometry is already an established practice [198, 275] and it is nat-
urally to expect its further rapid growth.
• Last but not least, the combination of classical beauty of Lie sphere geometry

and modern computer technologies is a useful pedagogical tool to widen in-
terest in mathematics through visual and hands-on experience.

Computer experiments are especially valuable for Lie geometry of indefinite or nil-
potent metrics since our intuition is not elaborated there in contrast to the Euclidean
space [185, 190, 191]. Some advances in the two-dimensional space were achieved re-
cently [198,261], however further developments in higher dimensions are still awaiting
their researchers.

As a non-trivial example of automated proof accomplished by the figure library
for the first time, we present a FLT-invariant version of the classical nine-point the-
orem [71, § 1.8; 276, § I.1], cf. Fig. I.13.4(a):

THEOREM I.13.7 (Nine-point cycle). Let ABC be an arbitrary triangle with the ortho-
center (the points of intersection of three altitudes)H, then the following nine points belongs to
the same cycle, which may be a circle or a hyperbola:

i. Foots of three altitudes, that is points of pair-wise intersections AB and CH, AC and
BH, BC and AH.

ii. Midpoints of sides AB, BC and CA.
iii. Midpoints of intervals AH, BH and CH.

There are many further interesting properties, e.g. nine-point circle is externally
tangent to that triangle three excircles and internally tangent to its incircle as it seen
from Fig. I.13.4(a).

To adopt the statement for cycles geometry we need to find a FLT-invariant mean-
ing of the midpoint Am of an interval BC, because the equality of distances BAm and
AmC is not FLT-invariant. The definition in cycles geometry can be done by either of
the following equivalent relations:

• The midpointAm of an intervalBC is defined by the cross-ratio BAm

CAm
: BI
CI

= 1,
where I is the point at infinity.
• We construct the midpoint Am of an interval BC as the intersection of the

interval and the line orthogonal to BC and to the cycle, which uses BC as its
diameter. The latter condition means that the cycle passes both points B and
C and is orthogonal to the line BC.

Both procedures are meaningful if we replace the point at infinity I by an arbitrary
fixed pointN of the plane. In the second case all lines will be replaced by cycles passing
throughN, for example the line throughB andC shall be replaced by a cycle throughB,
C andN. If we similarly replace “lines” by “cycles passing throughN” in Thm. I.13.7 it
turns into a valid FLT-invariant version, cf. Fig. I.13.4(b). Some additional properties,
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e.g. the tangency of the nine-points circle to the ex-/in-circles, are preserved in the new
version as well. Furthermore, we can illustrate the connection between two versions
of the theorem by an animation, where the infinity is transformed to a finite point N
by a continuous one-parameter group of FLT. Fig. I.13.5 in the electronic version of
this paper shows such an animation; the printed version of this figure presents two
intermediate steps in the transition from Fig. I.13.4(a) to I.13.4(b). Further examples of
animations can be found at [207].

It is natural to test the nine-point theorem in the hyperbolic and the parabolic
spaces. Fortunately, it is very easy under the given implementation: we only need to
change the defining metric of the point space, cf. [6], this can be done for an already
defined figure. The corresponding figures Fig. I.13.4(c) and (d) suggest that the hyper-
bolic version of the theorem is still true in the plain and even FLT-invariant forms. We
shall clarify that the hyperbolic version of the Thm. I.13.7 specialises the nine-point
conic of a complete quadrilateral [61, 76]: in addition to the existence of this conic, our
theorem specifies its type for this particular arrangement as equilateral hyperbola with
the vertical axis of symmetry.

The computational power of the package is sufficient not only to hint that the new
theorem is true but also to make a complete proof. To this end we define an ensemble
of cycles with exactly same interrelations, but populate the generation-0 with pointsA,
B and C with symbolic coordinates, that is, objects of the GiNaC class realsymbol. Thus,
the entire figure defined from them will be completely general. Then, we may define
the hyperbola passing through three bases of altitudes and check by the symbolic com-
putations that this hyperbola passes another six “midpoints” as well.

In the parabolic space the nine-point Thm. I.13.7 is not preserved in this manner.
It is already observed [19, 190, 191, 196, 198, 203, 209, 261], that the degeneracy of para-
bolic metric in the point space requires certain revision of traditional definitions. The
parabolic variation of nine-point theorem may prompt some further considerations as
well. An expanded discussion of various aspects of the nine-point construction shall
be the subject of a separate paper.

I.13.5. To Do List

The library is still under active development. Along with continuous bug fixing
there is an intention to extend both functionality and usability. Here are several nearest
tasks planned so far:

• Expand class subfigure in a way suitable for encoding loxodromes and other
objects of an extended Möbius–Lie geometry [209, 218].
• Add non-point transformations, extending the package to Lie sphere geo-

metry.
• Provide an effective parametrisation of solutions of a single quadratics con-

dition.
• Expand drawing facilities in three dimensions to hyperboloids and parabol-

oids.
• Maintain and improve the Graphical User Interface which makes the library

accessible to users without programming skills.
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FIGURE I.13.4. The illustration of the conformal nine-points theorem.
The left column is the statement for a triangle with straight sides (the
point N is at infinity), the right column is its conformal version (the
point N is at the finite part). The first row show the elliptic point space,
the second row—the hyperbolic point space. Thus, the top-left picture
shows the traditional theorem, three other pictures—its different
modifications.

• Investigate cloud computing options which can free a user from the burden
of software installation.

Being an open-source project the library is open for contributions and suggestions of
other developers and users.
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FIGURE I.13.5. Animated transition between the classical and con-
formal versions of the nine-point theorem. Use control buttons to ac-
tivate it. You may need Adobe Acrobat Reader for this feature.





LECTURE I.14

Poincaré Extension of Möbius Transformations

Given sphere preserving (Möbius) transformations in n-dimensional Euclidean
space one can use the Poincaré extension to obtain sphere preserving transformations
in a half-space of n+ 1 dimensions. The Poincaré extension is usually provided either
by an explicit formula or by some geometric construction. We investigate its algebraic
background and describe all available options. The solution is given in terms of one-
parameter subgroups of Möbius transformations acting on triples of quadratic forms.
To focus on the concepts, this paper deals with the Möbius transformations of the real
line only.

It is not surprising that we will arrive to the three possible situation—elliptic, para-
bolic, hyperbolic—considered above. The interesting feature of this chapter is what
we completely avoid usage of complex, dual and double numbers which were are per-
manent companions so far.

I.14.1. Introduction

It is known, that Möbius transformations on Rn can be expanded to the “upper”
half-space in Rn+1 using the Poincaré extension [24, § 3.3; 273, § 5.2]. An explicit for-
mula is usually presented without a discussion of its origin. In particular, one may get
an impression that the solution is unique. This paper considers various aspects of such
extension and describes different possible realisations. Our consideration is restricted
to the case of extension from the real line to the upper half-plane. However, we made
an effort to present it in a way, which allows numerous further generalisations.

I.14.2. Geometric construction

We start from the geometric procedure in the standard situation. The group SL2(R)
consists of real 2 × 2 matrices with the unit determinant. SL2(R) acts on the real line
by linear-fractional maps:

(I.14.1)
(
a b
c d

)
: x 7→ ax+ b

cx+ d
, where x ∈ R and

(
a b
c d

)
∈ SL2(R).

A pair of (possibly equal) real numbers x and y uniquely determines a semicircle
Cxy in the upper half-plane with the diameter [x,y]. For a linear-fractional trans-
formation M (I.14.1), the images M(x) and M(y) define the semicircle with the dia-
meter [M(x),M(y)], thus, we can define the action of M on semicircles: M(Cxy) =
CM(x)M(y). Geometrically, the Poincaré extension is based on the following lemma, see
Fig. I.14.1(a) and more general Lem. I.14.18 below:

177
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LEMMA I.14.1. If a pencil of semicircles in the upper half-plane has a common point, then
the images of these semicircles under a transformation (I.14.1) have a common point as well.

Elementary geometry of right triangles tells that a pair of intersecting intervals
[x,y], [x ′,y ′], where x < x ′ < y < y ′, defines the point

(I.14.2)

(
xy− x ′y ′

x+ y− x ′ − y ′ ,

√
(x− y ′)(x− x ′)(x ′ − y)(y− y ′)

x+ y− x ′ − y ′

)
∈ R2

+.

An alternative demonstration uses three observations:
i. the scaling x 7→ ax, a > 0 on the real line produces the scaling (u, v) 7→

(au,av) on pairs (I.14.2);
ii. the horizontal shift x 7→ x + b on the real line produces the horizontal shift

(u, v) 7→ (u+ b, v) on pairs (I.14.2);
iii. for the special case y = −x−1 and y ′ = −x ′−1 the pair (I.14.2) is (0, 1).

Finally, expression (I.14.2), as well as (I.14.3)–(I.14.4) below, can be calculated by the
specialised CAS for Möbius invariant geometries [186, 211].

This standard approach can be widened as follows. The above semicircle can be
equivalently described through the unique circle passing x and y and orthogonal to
the real axis. Similarly, an interval [x,y] uniquely defines a right-angle hyperbola
in R2 orthogonal to the real line and passing (actually, having her vertices at) (x, 0)
and (y, 0). An intersection with the second such hyperbola having vertices (x ′, 0) and
(y ′, 0) defines a point with coordinates, see Fig. I.14.1(f):

(I.14.3)

(
xy− x ′y ′

x+ y− x ′ − y ′ ,

√
(x− y ′)(x− x ′)(x ′ − y)(y ′ − y)

x+ y− x ′ − y ′

)
,

where x < y < x ′ < y ′. Note, the opposite sign of the product under the square roots
in (I.14.2) and (I.14.3).

If we wish to consider the third type of conic sections—parabolas—we cannot use
the unaltered procedure: there is no a non-degenerate parabola orthogonal to the real
line and intersecting the real line in two points. We may recall, that a circle (or hyper-
bola) is orthogonal to the real line if its centre belongs to the real line. Analogously,
a parabola is focally orthogonal (see [198, § 6.6] for a general consideration) to the real
line if its focus belongs to the real line. Then, an interval [x,y] uniquely defines a
downward-opened parabola with the real roots x and y and focally orthogonal to the
real line. Two such parabolas defined by intervals [x,y] and [x ′,y ′] have a common
point, see Fig. I.14.1(c):

(I.14.4)
(
xy ′ − yx ′ +D
x− y− x ′ + y ′ ,

(x ′ − x)(y ′ − y)(y− x+ y ′ − x ′) + (x+ y− x ′ − y ′)D
(x− y− x ′ + y ′)2

)
,

where D = ±
√

(x− x ′)(y− y ′)(y− x)(y ′ − x ′). For pencils of such hyperbolas and
parabolas respective variants of Lem. I.14.1 hold.

Focally orthogonal parabolas make the angle 45◦ with the real line. This suggests
to replace orthogonal circles and hyperbolas by conic sections with a fixed angle to
the real line, see Fig. I.14.1(b)–(e). Of course, to be consistent this procedure requires a
suitable modification of Lem. I.14.1, we will obtain it as a byproduct of our study, see
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(a)
x y

P

x′ y′

(b)
xy

P

x′y′

(c)

x y

P

x′ y′

(d)

x y

P

x′ y′

(e)

x y

P

x′ y′

(f)

x y

P

x′ y′

FIGURE I.14.1. Poincaré extensions: first column presents points
defined by the intersecting intervals [x,y] and [x ′,y ′], the second
column—by disjoint intervals. Each row uses the same type of conic
sections—circles, parabolas and hyperbolas respectively. Pictures are
produced by the software [211].



180 I.14. POINCARÉ EXTENSION OF MÖBIUS TRANSFORMATIONS

Lem. I.14.18. However, the respective alterations of the above formulae (I.14.2)–(I.14.4)
become more complicated in the general case.

The considered geometric construction is elementary and visually appealing. Now
we turn to respective algebraic consideration.

I.14.3. Möbius transformations and Cycles

The group SL2(R) acts on R2 by matrix multiplication on column vectors:
(I.14.5)

Lg :

(
x1
x2

)
7→
(
ax1 + bx2
cx1 + dx2

)
=

(
a b
c d

)(
x1
x2

)
, where g =

(
a b
c d

)
∈ SL2(R).

A linear action respects the equivalence relation
(
x1
x2

)
∼

(
λx1
λx2

)
, λ ̸= 0 on R2. The

collection of all cosets for non-zero vectors in R2 is the projective line PR1. Explicitly, a

non-zero vector
(
x1
x2

)
∈ R2 corresponds to the point with homogeneous coordinates

[x1 : x2] ∈ PR1. If x2 ̸= 0 then this point is represented by [x1
x2

: 1] as well. The
embedding R → PR1 defined by x 7→ [x : 1], x ∈ R covers the all but one of points in
PR1. The exceptional point [1 : 0] is naturally identified with the infinity.

The linear action (I.14.5) induces a morphism of the projective line PR1, which
is called a Möbius transformation. Considered on the real line within PR1, Möbius
transformations takes fraction-linear form:

g : [x : 1] 7→
[
ax+ b

cx+ d
: 1

]
, where g =

(
a b
c d

)
∈ SL2(R) and cx+ d ̸= 0.

This SL2(R)-action on PR1 is denoted as g : x 7→ g ·x. We note that the correspondence

of column vectors and row vectors i :
(
x1
x2

)
7→ (x2,−x1) intertwines the left multiplic-

ation Lg (I.14.5) and the right multiplication Rg−1 by the inverse matrix:

(I.14.6) Rg−1 : (x2,−x1) 7→ (cx1 + dx2, −ax1 − bx2) = (x2,−x1)

(
d −b
−c a

)
.

We extended the map i to 2× 2-matrices by the rule:

(I.14.7) i :

(
x1 y1
x2 y2

)
7→
(
y2 −y1
x2 −x1

)
.

Two columns
(
x
1

)
and

(
y
1

)
form the 2 × 2 matrix Mxy =

(
x y
1 1

)
. For geometrical

reasons appearing in Cor. I.14.3, we call a cycle the 2× 2-matrix Cxy defined by

(I.14.8) Cxy =
1

2
Mxy · i(Mxy) =

1

2
Myx · i(Myx) =

(
x+y
2 −xy
1 −x+y2

)
.
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We note that detCxy = −(x−y)2/4, thus detCxy = 0 if and only if x = y. Also, we can
consider the Möbius transformation produced by the 2× 2-matrix Cxy and calculate:

(I.14.9) Cxy

(
x
1

)
= λ

(
x
1

)
and Cxy

(
y
1

)
= −λ

(
y
1

)
where λ =

x− y

2
.

Thus, points [x : 1], [y : 1] ∈ PR1 are fixed by Cxy. Also, Cxy swaps the interval [x,y]
and its complement.

Due to their structure, matrices Cxy can be parametrised by points of R3. Further-
more, the map from R2 → R3 given by (x,y) 7→ Cxy naturally induces the projective
map (PR1)2 → PR2 due to the identity:

1

2

(
λx µy
λ µ

)(
µ −µy
λ −λx

)
= λµ

(
x+y
2 −xy
1 −x+y2

)
= λµCxy .

Conversely, a zero-trace matrix
(
a b
c −a

)
with a non-positive determinant is project-

ively equivalent to a product Cxy (I.14.8) with x,y = a±
√
a2+bc
c

. In particular, we can
embed a point [x : 1] ∈ PR1 to 2× 2-matrix Cxx with zero determinant.

The combination of (I.14.5)–(I.14.8) implies that the correspondence (x,y) 7→ Cxy
is SL2(R)-covariant in the following sense:

(I.14.10) gCxyg
−1 = Cx′y′ , where x ′ = g · x and y ′ = g · y.

To achieve a geometric interpretation of all matrices, we consider the bilinear form

Q : R2 × R2 → R generated by a 2× 2-matrix
(
a b
c d

)
:

(I.14.11) Q(x,y) =
(
x1 x2

)(a b
c d

)(
y1
y2

)
, where x = (x1, x2), y = (y1,y2).

Due to linearity of Q, the null set

(I.14.12) {(x,y) ∈ R2 × R2 | Q(x,y) = 0}

factors to a subset of PR1 × PR1. Furthermore, for the matrices Cxy (I.14.8), a direct
calculation shows that:

LEMMA I.14.2. The following identity holds:

(I.14.13) Cxy(i(x
′),y ′) = tr(CxyCx′y′) = 1

2 (x+ y)(x
′ + y ′) − (xy+ x ′y ′) .

In particular, the above expression is a symmetric function of the pairs (x,y) and (x ′,y ′).

The map i appearance in (I.14.13) is justified once more by the following result.

COROLLARY I.14.3. The null set of the quadratic formCxy(x ′) = Cxy(i(x ′), x ′) consists
of two points x and y.

Alternatively, the identities Cxy(x) = Cxy(y) = 0 follows from (I.14.9) and the fact
that i(z) is orthogonal to z for all z ∈ R2. Also, we note that:

i

((
x1
x2

))(
a b
c d

)(
y1
y2

)
=
(
x1 x2

)(−c −d
a b

)(
y1
y2

)
.
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Motivated by Lem. I.14.2, we call
〈
Cxy,Cx′y′

〉
:= − tr(CxyCx′y′) the pairing of two

cycles. It shall be noted that the pairing is not positively defined, this follows from the
explicit expression (I.14.13). The sign is chosen in such way, that〈

Cxy,Cxy
〉
= −2 det(Cxy) =

1
2 (x− y)

2 ⩾ 0.

Also, an immediate consequence of Lem. I.14.2 or identity (I.14.11) is

COROLLARY I.14.4. The pairing of cycles is invariant under the action (I.14.10) of SL2(R):〈
g · Cxy · g−1,g · Cx′y′ · g−1

〉
=
〈
Cxy,Cx′y′

〉
.

From (I.14.13), the null set (I.14.12) of the form Q = Cxy can be associated to the
family of cycles {Cx′y′ |

〈
Cxy,Cx′y′

〉
= 0, (x ′,y ′) ∈ R2 × R2} which we will call

orthogonal to Cxy.

I.14.4. Extending cycles

Since bilinear forms with matricesCxy have numerous geometric connections with
PR1, we are looking for a similar interpretation of the generic matrices. The pre-
vious discussion identified the key ingredient of the recipe: SL2(R)-invariant pair-
ing (I.14.13) of two forms. Keeping in mind the structure of Cxy, we will parameterise1

a generic 2×2 matrix as
(
l+ n −m
k −l+ n

)
and consider the corresponding four dimen-

sional vector (n, l,k,m). Then, the similarity with
(
a b
c d

)
∈ SL2(R):

(I.14.14)
(
l ′ + n ′ −m ′

k ′ −l ′ + n ′

)
=

(
a b
c d

)(
l+ n −m
k −l+ n

)(
a b
c d

)−1

,

corresponds to the linear transformation of R4, cf. [198, Ex. 4.15]:

(I.14.15)


n ′

l ′

k ′

m ′

 =


1 0 0 0
0 cb+ ad bd ca
0 2cd d2 c2

0 2ab b2 a2



n
l
k
m

 .

In particular, this action commutes with the scaling of the first component:

(I.14.16) λ : (n, l,k,m) 7→ (λn, l,k,m).

This expression is helpful in proving the following statement.

LEMMA I.14.5. Any SL2(R)-invariant (in the sense of the action (I.14.15)) pairing in R4

is isomorphic to

2σ̆ñn− 2l̃l+ k̃m+ m̃k =
(
ñ l̃ k̃ m̃

)
2σ̆ 0 0 0
0 −2 0 0
0 0 0 1
0 0 1 0



n
l
k
m

 ,

1Further justification of this parametrisation will be obtained from the equation of a quadratic
curve (I.14.18).
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where σ̆ = −1, 0 or 1 and (n, l,k,m), (ñ, l̃, k̃, m̃) ∈ R4 .

PROOF. Let T be 4 × 4 a matrix from (I.14.15), if a SL2(R)-invariant pairing is
defined by a 4 × 4 matrix J = (jfg), then T ′JT = J, where T ′ is transpose of T . The
equivalent identity T ′J = JT−1 produces a system of homogeneous linear equations
which has the generic solution:

j12 = j13 = j14 = j21 = j31 = j41 = 0,

j22 =
(d− a)j42 − 2bj44

c
− 2j43, j23 = −

b

c
j42, j24 = −

cj42 + 2(a− d)j44
c

,

j34 =
c(a− d)j42 + (a− d)2j44

c2
+ j43, j33 =

b2

c2
j44, j32 =

b

c

cj42 + 2(a− d)j44
c

,

with four free variables j11, j42, j43 and j44. Since a solution shall not depend on a, b,
c, d, we have to put j42 = j44 = 0. Then by the homogeneity of the identity T ′J = JT−1,
we can scale j43 to 1. Thereafter, an independent (sign-preserving) scaling (I.14.16) of
n leaves only three non-isomorphic values −1, 0, 1 of j11. □

The appearance of the three essential different cases σ̆ = −1, 0 or 1 in Lem. I.14.5 is
a manifestation of the common division of mathematical objects into elliptic, parabolic
and hyperbolic cases [185; 198, Ch. 1]. Thus, we will use letters “e”, “p”, “h” to encode
the corresponding three values of σ̆.

Now we may describe all SL2(R)-invariant pairings of bilinear forms.

COROLLARY I.14.6. Any SL2(R)-invariant (in the sense of the similarity (I.14.14)) pair-

ing between two bilinear forms Q =

(
l+ n −m
k −l+ n

)
and Q̃ =

(
l̃+ ñ −m̃

k̃ −l̃+ ñ

)
is iso-

morphic to: 〈
Q, Q̃

〉
τ
= − tr(QτQ̃)(I.14.17)

= 2τñn− 2l̃l+ k̃m+ m̃k, where Qτ =
(
l− τn −m
k −l− τn,

)
and τ = −1, 0 or 1.

Note that we can explicitly write Qτ for Q =

(
a b
c d

)
as follows:

Qe =

(
a b
c d

)
, Qp =

(
1
2 (a− d) b

c − 1
2 (a− d)

)
, Qh =

(
−d b
c −a

)
.

In particular,Qh = −Q−1 andQp = 1
2 (Qe+Qh). Furthermore,Qp has the same struc-

ture as Cxy. Now, we are ready to extend the projective line PR1 to two dimensions
using the analogy with properties of cycles Cxy.

DEFINITION I.14.7. i. Two bilinear formsQ and Q̃ are τ-orthogonal if
〈
Q, Q̃

〉
τ
=

0.
ii. A form is τ-isotropic if it is τ-orthogonal to itself.
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If a form Q =

(
l+ n −m
k −l+ n

)
has k ̸= 0 then we can scale it to obtain k = 1, this

form ofQ is called normalised. A normalised τ-isotropic form is completely determined

by its diagonal values:
(
u+ v −u2 + τv2

1 −u+ v

)
. Thus, the set of such forms is in a one-

to-one correspondence with points of R2. Finally, a form Q =

(
l+ n −m
k −l+ n

)
is

e-orthogonal to the τ-isotropic form
(
u+ v −u2 + τv2

1 −u+ v

)
if:

(I.14.18) k(u2 − τv2) − 2lu− 2nv+m = 0,

that is the point (u, v) ∈ R2 belongs to the quadratic curve with coefficients (k, l,n,m).

I.14.5. Homogeneous spaces of cycles

Obviously, the group SL2(R) acts on PR1 transitively, in fact it is even 3-transitive
in the following sense. We say that a triple {x1, x2, x3} ⊂ PR1 of distinct points is
positively oriented if

either x1 < x2 < x3, or x3 < x1 < x2,

where we agree that the ideal point ∞ ∈ PR1 is greater than any x ∈ R. Equivalently,
a triple {x1, x2, x3} of reals is positively oriented if:

(x1 − x2)(x2 − x3)(x3 − x1) > 0.

Also, a triple of distinct points, which is not positively oriented, is negatively oriented.
A simple calculation based on the resolvent-type identity:

ax+ b

cx+ d
−
ay+ b

cy+ d
=

(x− y)(ad− bc)

(cx+ b)(cy+ d)

shows that both the positive and negative orientations of triples are SL2(R)-invariant.
On the other hand, the reflection x 7→ −x swaps orientations of triples. Note, that the
reflection is a Moebius transformation associated to the cycle

(I.14.19) C0∞ =

(
1 0
0 −1

)
, with detC0∞ = −1.

A significant amount of information about Möbius transformations follows from
the fact, that any continuous one-parametric subgroup of SL2(R) is conjugated to one
of the three following subgroups2:

(I.14.20) A =

{(
e−t 0
0 et

)}
, N =

{(
1 t
0 1

)}
, K =

{(
cos t − sin t
sin t cos t

)}
,

2A reader may know thatA,N and K are factors in the Iwasawa decomposition SL2(R) =ANK (cf.
Cor. I.14.10, however this important result does not play any rôle in our consideration.
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where t ∈ R. Also, it is useful to introduce subgroups A′ and N ′ conjugated to A and
N respectively:

(I.14.21) A′ =

{(
cosh t sinh t
sinh t cosh t

)
| t ∈ R

}
, N ′ =

{(
1 0
t 1

)
| t ∈ R

}
.

Thereafter, all three one-parameter subgroups A′,N ′ and K consist of all matrices with
the universal structure

(I.14.22)
(
a τb
b a

)
where τ = 1, 0, −1 for A′, N ′ and K respectively.

We use the notation Hτ for these subgroups. Again, any continuous one-dimensional
subgroup of SL2(R) is conjugated to Hτ for an appropriate τ.

We note, that matrices from A, N and K with t ̸= 0 have two, one and none dif-
ferent real eigenvalues respectively. Eigenvectors in R2 correspond to fixed points of
Möbius transformations on PR1. Clearly, the number of eigenvectors (and thus fixed
points) is limited by the dimensionality of the space, that is two. For this reason, if g1
and g2 take equal values on three different points of PR1, then g1 = g2.

Also, eigenvectors provide an effective classification tool: g ∈ SL2(R) belongs to
a one-dimensional continuous subgroup conjugated to A, N or K if and only if the
characteristic polynomial det(g − λI) has two, one and none different real root(s) re-
spectively. We will illustrate an application of fixed points techniques through the
following well-known result, which will be used later.

LEMMA I.14.8. Let {x1, x2, x3} and {y1,y2,y3} be positively oriented triples of points in
Ṙ. Then, there is a unique (computable!) Möbius map ϕ ∈ SL2(R) with ϕ(xj) = yj for j = 1,
2, 3.

PROOF. Often, the statement is quickly demonstrated through an explicit expres-
sion for ϕ, cf. [26, Thm. 13.2.1]. We will use properties of the subgroups A, N and K to
describe an algorithm to find such a map. First, we notice that it is sufficient to show
the Lemma for the particular case y1 = 0, y2 = 1, y3 = ∞. The general case can be
obtained from composition of two such maps. Another useful observation is that the
fixed point for N, that is ∞, is also a fixed point of A.

Now, we will use subgroups K, N and A in order of increasing number of their

fixed points. First, for any x3 the matrix g ′ =

(
cos t sin t
− sin t cos t

)
∈ K such that cot t = x3

maps x3 to y3 = ∞. Let x ′1 = g ′x1 and x ′2 = g ′x2. Then the matrix g ′′ =

(
1 −x ′1
0 1

)
∈

N, fixes ∞ = g ′x3 and sends x ′1 to y1 = 0. Let x ′′2 = g ′′x ′2, from positive orientation of

triples we have 0 < x ′′2 < ∞. Next, the matrix g ′′′ =

(
a−1 0
0 a

)
∈ A with a =

√
x ′′2

sends x ′′2 to 1 and fixes both ∞ = g ′′g ′x3 and 0 = g ′′g ′x1. Thus, g = g ′′′g ′′g ′ makes
the required transformation (x1, x2, x3) 7→ (0, 1,∞). □

COROLLARY I.14.9. Let {x1, x2, x3} and {y1,y2,y3} be two triples with the opposite ori-
entations. Then, there is a unique Möbius map ϕ ∈ SL2(R) with ϕ ◦C0∞(xj) = yj for j = 1,
2, 3.
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We will denote by ϕXY the unique map from Lem. I.14.8 defined by triples X =
{x1, x2, x3} and Y = {y1,y2,y3}.

Although we are not going to use it in this paper, we note that the following im-
portant result [240, § III.1] is an immediate consequence of our proof of Lem. I.14.8.

COROLLARY I.14.10 (Iwasawa decomposition). Any element of g ∈ SL2(R) is a
product g = gAgNgK, where gA, gN and gK belong to subgroups A, N, K respectively and
those factors are uniquely defined.

In particular, we note that it is not a coincidence that the subgroups appear in the
Iwasawa decomposition SL2(R) = ANK in order of decreasing number of their fixed
points.

I.14.6. Triples of intervals

We change our point of view and instead of two ordered triples of points con-
sider three ordered pairs, that is—three intervals. For them we will need the following
definition.

DEFINITION I.14.11. We say that a triple of intervals {[x1,y1], [x2,y2], [x3,y3]} is
aligned if the triples X = {x1, x2, x3} and Y = {y1,y2,y3} of their endpoints have the
same orientation.

Aligned triples determine certain one-parameter subgroups of Möbius transform-
ations as follows:

PROPOSITION I.14.12. Let {[x1,y1], [x2,y2], [x3,y3]} be an aligned triple of intervals.
i. If ϕXY has at most one fixed point, then there is a unique (up to a parametrisation)

one-parameter semigroup of Möbius map ψ(t) ⊂ SL2(R), which maps [x1,y1] to
[x2,y2] and [x3,y3]:

ψ(tj)(x1) = xj, ψ(tj)(y1) = yj, for some tj ∈ R and j = 2, 3.

ii. Let ϕXY have two fixed points x < y and Cxy be the orientation inverting Möbius
transformation with the matrix (I.14.8). For j = 1, 2, 3, we define:

x ′j = xj, y ′
j = yj, x ′′j = Cxyxj, y ′′

j = Cxyyj if x < xj < y;

x ′j = Cxyxj, y ′
j = Cxyyj, x ′′j = xj, y ′′

j = yj, otherwise.

Then, there is a one-parameter semigroup of Möbius map ψ(t) ⊂ SL2(R), and t2,
t3 ∈ R such that:

ψ(tj)(x
′
1) = x

′
j, ψ(tj)(x

′′
1 ) = x

′′
j , ψ(tj)(y

′
1) = y

′
j, ψ(tj)(y

′′
1 ) = y

′′
j ,

where j = 2, 3.

PROOF. Consider the one-parameter subgroup of ψ(t) ⊂ SL2(R) such that ϕXY =
ψ(1). Note, that ψ(t) and ϕXY have the same fixed points (if any) and no point xj is
fixed since xj ̸= yj. If the number of fixed points is less than 2, then ψ(t)x1, t ∈ R
produces the entire real line except a possible single fixed point. Therefore, there are
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t2 and t3 such that ψ(t2)x1 = x2 and ψ(t3)x1 = x3. Since ψ(t) and ϕXY commute for
all twe also have:

ψ(tj)y1 = ψ(tj)ϕXYx1 = ϕXYψ(tj)x1 = ϕXYxj = yj, for j = 2, 3.

If there are two fixed points x < y, then the open interval (x,y) is an orbit for the
subgroupψ(t). Since all x ′1, x ′2 and x ′3 belong to this orbit and Cxy commutes with ϕXY
we may repeat the above reasoning for the dashed intervals [x ′j,y

′
j]. Finally, x ′′j = Cxyx

′
j

and y ′′
j = Cxyy

′
j, where Cxy commutes with ϕ and ψ(tj), j = 2, 3. Uniqueness of the

subgroup follows from Lemma I.14.13. □

The group SL2(R) acts transitively on collection of all cycles Cxy, thus this is a
SL2(R)-homogeneous space. It is easy to see that the fix-group of the cycle C−1,1 is
A′ (I.14.21). Thus the homogeneous space of cycles is isomorphic to SL2(R)/A′.

LEMMA I.14.13. Let H be a one-parameter continuous subgroup of SL2(R) and X =
SL2(R)/H be the corresponding homogeneous space. If two orbits of one-parameter continuous
subgroups on X have at least three common points then these orbits coincide.

PROOF. Since H is conjugated either to A′, N ′ or K, the homogeneous space X =
SL2(R)/H is isomorphic to the upper half-plane in double, dual or complex num-
bers [198, § 3.3.4]. Orbits of one-parameter continuous subgroups in X are conic sec-
tions, which are circles, parabolas (with vertical axis) or equilateral hyperbolas (with
vertical axis) for the respective type of geometry. Any two different orbits of the same
type intersect at most at two points, since an analytic solution reduces to a quadratic
equation. □

Alternatively, we can reformulate Prop. I.14.12 as follows: three different cycles
Cx1y1

, Cx2y2
, Cx3y3

define a one-parameter subgroup, which generate either one orbit
or two related orbits passing the three cycles.

We have seen that the number of fixed points is the key characteristics for the map
ϕXY . The next result gives an explicit expression for it.

PROPOSITION I.14.14. The map ϕXY has zero, one or two fixed points if the expression

(I.14.23) det

1 x1y1 y1 − x1
1 x2y2 y2 − x2
1 x3y3 y3 − x3

2

− 4 det

x1 1 y1
x2 1 y2
x3 1 y3

 · det
x1 −x1y1 y1
x2 −x2y2 y2
x3 −x3y3 y3


is negative, zero or positive respectively.

PROOF. If a Möbius transformation
(
a b
c d

)
maps x1 7→ y1, x2 7→ y2, x3 7→ y3 and

s 7→ s, then we have a homogeneous linear system, cf. [26, Ex. 13.2.4]:

(I.14.24)


x1 1 −x1y1 −y1
x2 1 −x2y2 −y2
x3 1 −x3y3 −y3
s 1 −s2 −s



a
b
c
d

 =


0
0
0
0

 .
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A non-zero solution exists if the determinant of the 4 × 4 matrix is zero. Expanding it
over the last row and rearranging terms we obtain the quadratic equation for the fixed
point s:

s2 det

x1 1 y1
x2 1 y2
x3 1 y3

+ sdet

1 x1y1 y1 − x1
1 x2y2 y2 − x2
1 x3y3 y3 − x3

+ det

x1 −x1y1 y1
x2 −x2y2 y2
x3 −x3y3 y3

 = 0.

The value (I.14.23) is the discriminant of this equation. □

REMARK I.14.15. It is interesting to note, that the relation ax + b − cxy − dy = 0

used in (I.14.24) can be stated as e-orthogonality of the cycle
(
a b
c d

)
and the isotropic

bilinear form
(
x −xy
1 −y

)
.

If y = g0 ·x for some g0 ∈ Hτ, then for any g ∈ Hτ we also have yg = g0 ·xg, where
xg = g ·xg and yg = g ·yg. Thus, we demonstrated the first part of the following result.

LEMMA I.14.16. Let τ = 1, 0 or −1 and a real constant t ̸= 0 be such that 1− τt2 > 0.
i. The collections of intervals:

(I.14.25) Iτ,t =
{
[x, x+τt

tx+1 ] | x ∈ R
}

is preserved by the actions of subgroup Hτ. Any three different intervals from Iτ,t
define the subgroup Hτ in the sense of Prop. I.14.12.

ii. All Hτ-invariant bilinear forms compose the family Pτ,t =
{(
a τb
b a

)}
.

The family Pτ,t consists of the eigenvectors of the 4 × 4 matrix from (I.14.15) with
suitably substituted entries. There is (up to a factor) exactly one τ-isotropic form in

Pτ,t, namely
(
1 τ
1 1

)
. We denote this form by ι. It corresponds to the point (0, 1) ∈ R2

as discussed after Defn. I.14.7. We may say that the subgroup Hτ fixes the point ι, this
will play an important rôle below.

I.14.7. Geometrisation of cycles

We return to the geometric version of the Poincaré extension considered in Sec. I.14.2

in terms of cycles. Cycles of the form
(
x −x2

1 −x

)
are τ-isotropic for any τ and are para-

metrised by the point x of the real line. For a fixed τ, the collection of all τ-isotropic
cycles is a larger set containing the image of the real line from the previous sentence.
Geometrisation of this embedding is described in the following result.

LEMMA I.14.17. i. The transformation x 7→ x+τt
tx+1 from the subgroup Hτ, which

maps x 7→ y, corresponds to the value t = x−y
xy−τ .

ii. The unique (up to a factor) bilinear form Q orthogonal to Cxx, Cyy and ι is

Q =

(
1
2 (x+ y+ xy− τ) −xy

1 1
2 (−x− y+ xy− τ)

)
.
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iii. The defined above t and Q are connected by the cycles cross ratio (I.12.15) identity:

(I.14.26) ⟨Q,R;R,Q⟩ = ⟨Q,R⟩τ
⟨Q,Q⟩τ

:
⟨R,R⟩τ
⟨R,Q⟩τ

=
τ2

t2 − τ
.

Here, the real line is represented by the bilinear form R =

(
1 0
0 1

)
defined by the

identity matrix.

iv. For a cycle Q =

(
l+ n −m
k −l+ n

)
, the value of the cycles cross ratio

⟨Q,R;R,Q⟩ = ⟨Q,R⟩e
⟨Q,Q⟩e

:
⟨R,R⟩e
⟨R,Q⟩e

=
n2

l2 + n2 − km

is equal to the square of cosine of the angle between the curve k(u2 + τv2) − 2lu −
2nv+m = 0 (I.14.18) and the real line, cf. Ex. I.5.23.i and Ex I.12.8.

PROOF. The first statement is verified by a short calculation. A formQ =

(
l+ n −m
k −l+ n

)
in the second statement may be calculated from the homogeneous system: 0 −2x x2 1

0 −2y y2 1
−2 0 −τ 1



n
l
k
m

 =

0
0
0

 ,

which has the rank 3 if x ̸= y. The third statement can be checked by a calculation
as well. Finally, the last item is a particular case of the more general statement as
indicated. Yet, we can derive it here from the implicit derivative dv

du
= ku−l

n
of the

function k(u2 + τv2) − 2lu − 2nv +m = 0 (I.14.18) at the point (u, 0). Note that this
value is independent from τ. Since this is the tangent of the intersection angle with the
real line, the square of the cosine of this angle is:

1

1+ ( dv
du

)2
=

n2

l2 + k2u2 + n2 − 2kul
=

n2

l2 + n2 − km
=

⟨Q,R⟩2
⟨Q,Q⟩e ⟨R,R⟩ ,

if ku2 − 2ul+m = 0. □

Also, we note that, the independence of the left-hand side of (I.14.26) from x can
be shown from basic principles. Indeed, for a fixed t the subgroup Hτ acts transitively
on the family of triples {x, x+τt

tx+1 , ι}, thus Hτ acts transitively on all bilinear forms or-
thogonal to such triples. However, the left-hand side of (I.14.26) is SL2(R)-invariant,
thus may not depend on x. This simple reasoning cannot provide the exact expression
in the right-hand side of (I.14.26), which is essential for the geometric interpretation of
the Poincaré extension.

To restore a cycle from its intersection points with the real line we need also to
know its cycle product with the real line. If this product is non-zero then the sign of
the parameter n is additionally required. At the cycles’ language, a common point of
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cycles C and C̃ is encoded by a cycle Ĉ such that:

(I.14.27)
〈
Ĉ,C

〉
e
=
〈
Ĉ, C̃

〉
e
=
〈
Ĉ, Ĉ

〉
τ
= 0.

For a given value of τ, this produces two linear and one quadratic equation for para-
meters of Ĉ. Thus, a pair of cycles may not have a common point or have up to
two such points. Furthermore, Möbius-invariance of the above conditions (I.14.26)
and (I.14.27) supports the geometrical construction of Poincaré extension, cf. Lem. I.14.1:

LEMMA I.14.18. Let a family consist of cycles, which are e-orthogonal to a given τ-
isotropic cycle Ĉ and have the fixed value of the fraction in the left-hand side of (I.14.26). Then,
for a given Möbius transformation g and any cycleC from the family, gC is e-orthogonal to the
τ-isotropic cycle gĈ and has the same fixed value of the fraction in the left-hand side of (I.14.26)
as C.

Summarising the geometrical construction, the Poincaré extension based on two
intervals and the additional data produces two situations:

i. If the cycles C and C̃ are orthogonal to the real line, then a pair of overlapping
cycles produces a point of the elliptic upper half-plane, a pair of disjoint cycles
defines a point of the hyperbolic. However, there is no orthogonal cycles
uniquely defining a parabolic extension.

ii. If we admit cycles, which are not orthogonal to the real line, then the same
pair of cycles may define any of the three different types (EPH) of extension.

These peculiarities make the extension based on three intervals, described above, a bit
more preferable.

I.14.8. Concluding remarks

Based on the consideration in Sections I.14.3– I.14.7 we describe the following steps
to carry out the generalised extension procedure:

i. Points of the extended space are equivalence classes of aligned triples of cycles
in PR1, see Defn. I.14.11. The equivalence relation between triples will emerge
at step I.14.18.iii.

ii. A triple T of different cycles defines the unique one-parameter continues sub-
group S(t) of Möbius transformations as defined in Prop. I.14.12.

iii. Two triples of cycles are equivalent if and only if the subgroups defined in
step I.14.18.ii coincide (up to a parametrisation).

iv. The geometry of the extended space, defined by the equivalence class of
a triple T , is elliptic, parabolic or hyperbolic depending on the subgroup
S(t) being similar S(t) = gHτ(t)g

−1, g ∈ SL2(R) (up to parametrisation) to
Hτ (I.14.22) with τ = −1, 0 or 1 respectively. The value of τ may be identified
from the triple using Prop. I.14.14.

v. For the above τ and g ∈ SL2(R), the point of the extended space, defined
by the the equivalence class of a triple T , is represented by τ-isotropic (see

Defn. I.14.7(I.14.7.ii)) bilinear form g−1

(
1 τ
1 1

)
g, which is S-invariant, see

the end of Section I.14.6.
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Obviously, the above procedure is more complicated that the geometric construc-
tion from Section I.14.2. There are reasons for this, as discussed in Section I.14.7: our
procedure is uniform and we are avoiding consideration of numerous subcases cre-
ated by an incompatible selection of parameters. Furthermore, our presentation is
aimed for generalisations to Möbius transformations of moduli over other rings. This
can be considered as an analog of Cayley–Klein geometries [284; 339, Apps. A–B].

It shall be rather straightforward to adopt the extension for Rn. Möbius transform-
ations in Rn are naturally expressed as linear-fractional transformations in Clifford
algebras [65] with a similar classification of subgroups based on fixed points [2, 343].
The Möbius invariant matrix presentation of cycles Rn is already known [65, (4.12);
100; 208, § 5]. Of course, it is necessary to enlarge the number of defining cycles from
3 to, say, n + 2. This shall have a connection with Cauchy–Kovalevskaya extension
considered in Clifford analysis [295, 310]. Naturally, a consideration of other moduli
and rings may require some more serious adjustments in our scheme.

Our construction is based on the matrix presentations of cycles. This techniques
is effective in many different cases [198, 208]. Thus, it is not surprising that such ideas
(with some technical variation) appeared independently on many occasions [65, (4.12);
100; 163, § 4.2; 300, § 1.1]. The interesting feature of the present work is the com-
plete absence of any (hyper)complex numbers. It deemed to be unavoidable [198,
§ 3.3.4] to employ complex, dual and double numbers to represent three different
types of Möbius transformations extended from the real line to a plane. Also (hy-
per)complex numbers were essential in [185,198] to define three possible types of cycle
product (I.14.17), and now we managed without them.

Apart from having real entries, our matrices for cycles share the structure of matrices
from [65, (4.12); 100; 185; 198]. To obtain another variant, one replaces the map i (I.14.7)
by

t :

(
x1 y1
x2 y2

)
7→
(
y1 y2
x1 x2

)
.

Then, we may define symmetric matrices in a manner similar to (I.14.8):

Ctxy =
1

2
Mxy · t(Mxy) =

(
xy x+y

2
x+y
2 1

)
.

This is the form of matrices for cycles similar to [163, § 4.2; 300, § 1.1]. The prop-
erty (I.14.10) with matrix similarity shall be replaced by the respective one with matrix
congruence: g ·Ctxy ·gt = Ctx′y′ . The rest of our construction may be adjusted for these
matrices accordingly.





LECTURE I.15

Conformal Parametrisation of Loxodromes
by Triples of Circles

We provide a parametrisation of a loxodrome by three specially arranged cycles.
The parametrisation is covariant under fractional linear transformations of the com-
plex plane and naturally encodes conformal properties of loxodromes. Selected geo-
metric examples illustrate the use of parametrisation. Our work extends the set of ob-
jects in Lie sphere geometry—circle, lines and points—to the natural maximal conformally-
invariant family, which also includes loxodromes.

I.15.1. Introduction

It is easy to come across shapes of logarithmic spirals, as in Fig. I.15.1(a), one can
find them on a sunflower, a snail shell or a remote galaxy. This is not surprising since
the fundamental differential equation ẏ = λy, λ ∈ C serves as a first approximation
to many natural processes. The main symmetries of complex analysis are built on the

(a) (b)

FIGURE I.15.1. A logarithnic spiral (a) and its image under a frac-
tional linear transformation—loxodrome (b).

fractional linear transformation (FLT):

(I.15.1)
(
α β
γ δ

)
: z 7→ αz+ β

γz+ δ
, where α,β,γ, δ ∈ C and det

(
α β
γ δ

)
̸= 0.

Thus, images of logarithmic spirals under FLT, called loxodromes, as in Fig. I.15.1(b)
are not rare. Indeed, they appear in many instances from the stereographic projection
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of a rhumb line in navigation to a preferred model of a Carleson arc in the theory of sin-
gular integral operators [40,46]. Furthermore, loxodromes are orbits of one-parameter
continuous groups of FLT of loxodromic type [24, § 4.3; 306, § 9.2; 330, § 9.2].

This setup motivates a search for effective tools to deal with FLT-invariant prop-
erties of loxodromes. They were studied from a differential-geometric point of view
in many papers [43, 290–293, 317], see also [270, § 2.7.6]. In this work we develop a
“global” description that matches the Lie sphere geometry framework, see Rem. I.15.3.

The outline of the paper is as follows. After preliminaries on FLTs and invariant
geometry of cycles (Section II.6.2) we review the basics of logarithmic spirals and lox-
odromes (Section I.15.3). A new parametrisation of loxodromes is introduced in Sec-
tion I.15.4 and several examples illustrate its use in Section I.15.5. Section I.15.6 frames
our work within a wider approach [209, 211, 212], which extends Lie sphere geometry.
A brief list of open questions concludes the paper.

I.15.2. Preliminaries: Fractional Linear Transformations and Cycles

In this section we provide some necessary background in Lie geometry of circles,
fractional-linear transformations and the Fillmore–Springer–Cnops construction (FSCc).
Regrettably, the latter remains largely unknown in the context of complex analysis
despite its numerous advantages. We will have some further discussion of this in
Rem. I.15.3 below.

The right way [306, § 9.2] to think about FLT (I.15.1) is through the projective com-
plex line PC. This is the family of cosets in C2 \ {(0, 0)} with respect to the equivalence

relation
(
w1

w2

)
∼

(
αw1

αw2

)
for all nonzero α ∈ C. Conveniently C is identified with a

part of PC by assigning the coset of
(
z
1

)
to z ∈ C. Loosely speaking PC = C ∪ {∞},

where ∞ is the coset of
(
1
0

)
. The pair [w1 : w2] withw2 ̸= 0 gives homogeneous coordin-

ates for z = w1/w2 ∈ C. Then, the linear map C2 → C2

(I.15.2) M :

(
w1

w2

)
7→
(
w ′

1

w ′
2

)
=

(
αw1 + βw2

γw1 + δw2

)
, whereM =

(
α β
γ δ

)
∈ GL2(C)

factors from C2 to PC and coincides with (I.15.1) on C ⊂ PC.
Generic equations of cycles in real and complex coordinates z = x+ iy are:

(I.15.3) k(x2 + y2) − 2lx− 2ny+m = 0 or kzz̄− L̄z− Lz̄+m = 0 ,

where (k, l,n,m) ∈ R4 and L = l + in. This includes lines (if k = 0), points as zero-
radius circles (if l2+n2−mk = 0) and proper circles otherwise. Homogeneity of (I.15.3)
suggests that (k, l,m,n) can be considered as homogeneous coordinates [k : l : m : n]
of a point in three-dimensional projective space PR3.
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The homogeneous form of the cycle equation (I.15.3) for z = [w1 : w2] can be
written1 using matrices as follows:

(I.15.4) kw1w̄1 − L̄w1w̄2 − Lw̄1w2 +mw2w̄2 =
(
−w̄2 w̄1

)(L̄ −m
k −L

)(
w1

w2

)
= 0.

From now on we identify a cycle C given by (I.15.3) with its 2 × 2 matrix
(
L̄ −m
k −L

)
,

this is called the Fillmore–Springer–Cnops construction (FSCc) . Again, C shall be treated
up to the equivalence relation C ∼ tC for all real t ̸= 0. Then, the linear action (I.15.2)
corresponds to the action on 2× 2 cycle matrices by the intertwining identity:

(I.15.5)
(
−w̄ ′

2 w̄ ′
1

)(L̄ ′ −m ′

k ′ −L ′

)(
w ′

1

w ′
2

)
=
(
−w̄2 w̄1

)(L̄ −m
k −L

)(
w1

w2

)
.

Explicitly, forM ∈ GL2(C) those actions are:

(I.15.6)
(
w ′

1

w ′
2

)
=M

(
w1

w2

)
, and

(
L̄ ′ −m ′

k ′ −L ′

)
= M̄

(
L̄ −m
k −L

)
M−1 ,

where M̄ is the component-wise complex conjugation of M. Note, that the FLT with
matrix M (I.15.1) corresponds to a linear transformation C 7→ M(C) := M̄CM−1 of
cycle matrices in (I.15.6). A quick calculation shows that M(C) indeed has real off-
diagonal elements as required for a FSCc matrix.

This paper essentially depends on the following result.

PROPOSITION I.15.1. Define a cycle product of two cycles C and C ′ by:

(I.15.7) ⟨C,C ′⟩ := tr(CC̄ ′) = LL̄ ′ + L̄L ′ −mk ′ − km ′.

Then, the cycle product is FLT-invariant:

(I.15.8) ⟨M(C),M(C ′)⟩ = ⟨C,C ′⟩ for anyM ∈ SL2(C) .

PROOF. Indeed, we have:

⟨M(C),M(C ′)⟩ = tr(M(C)M(C ′))

= tr(M̄CM−1MC̄ ′M̄−1)

= tr(M̄CC̄ ′M̄−1)

= tr(CC̄ ′)

= ⟨C,C ′⟩ ,
using the invariance of trace. □

Note that the cycle product (I.15.7) is not positive definite, it produces a Lorentz-
type metric in R4. Here are some relevant examples of geometric properties expressed
through the cycle product:

1Of course, this is not the only possible presentation. However, this form is particularly suitable to
demonstrate FLT-invariance (I.15.8) of the cycle product below.
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EXAMPLE I.15.2. i. If k = 1 (and C is a proper circle), then ⟨C,C⟩/2 is equal
to the square of the radius of C. In particular ⟨C,C⟩ = 0 indicates a zero-
radius circle representing a point.

ii. If ⟨C1,C2⟩ = 0 for nonzero radius cycles C1 and C2, then they intersect at a
right angle.

iii. If ⟨C1,C2⟩ = 0 and C2 is a zero-radius circle, then C1 passes the point repres-
ented by C2.

In general, a combination of (I.15.6) and (I.15.8) yields that consideration of FLTs
in C can be replaced by linear algebra in the space of cycles R4 (or rather PR3) with an
indefinite metric, see [113] for the latter.

FIGURE I.15.2. Orthogonal elliptic (green-dashed) and hyperbolic
(red-solid) pencils of cycles. The left drawing shows the standard case
and the right the generic one, which is the image of the standard pen-
cils under an FLT.

A spectacular illustration of this approach that we will need later is orthogonal
pencils of cycles. Consider a collection of all cycles passing through two different
points in C, it is called an elliptic pencil. A beautiful and non-elementary fact of Eu-
clidean geometry is that cycles orthogonal to every cycle in the elliptic pencil fill the
entire plane and are disjoint, such a family is called a hyperbolic pencil. This state-
ment is obvious in the standard arrangement when the elliptic pencil is formed by
straight lines—cycles passing the origin and infinity. Then, the hyperbolic pencil con-
sists of concentric circles, see Fig. I.15.2. For the sake of completeness, a parabolic pencil
(not used in this paper) formed by all circles touching a given line at a given point,
[198, Ex. 6.10] provides further extensions and illustrations. See [330, § 11.8] for an
example of cycle pencils’ appearance in operator theory.

This picture becomes a bit trivial in the language of cycles. A pencil of cycles (of
any type!) is a linear span tC1 + (1 − t)C2 of two arbitrary different cycles C1 and C2

from the pencil. Again, this is easier to check for standard pencils. A pencil is elliptic,
parabolic or hyperbolic depending on which inequality holds [198, Ex. 5.28.ii]:

(I.15.9) ⟨C1,C2⟩2 ⪋ ⟨C1,C1⟩ ⟨C2,C2⟩ .
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Then, the orthogonality of cycles in the plane is exactly their orthogonality as vec-
tors with respect to the indefinite cycle product (I.15.7). For cycles in the standard
pencils this is immediately seen from the explicit expression of the product ⟨C,C ′⟩ =
LL̄ ′ + L̄L ′ − mk ′ − km ′ in cycle components. Finally, linearization (I.15.6) of FLT in
the cycle space shows that a pencil (i.e., a linear span) is transformed to a pencil and
FLT-invariance (I.15.8) of the cycle product guarantees that the orthogonality of two
pencils is preserved.

REMARK I.15.3. A sketchy historical overview (we apologise for any important
omission!) starts from the concept of Lie sphere geometry, see [32, Ch. 3] for a detailed
presentation. It unifies circles, lines and points, which are all called cycles in this con-
text (analytically this is already embodied by equation (I.15.3)). The main invariant
property of Lie sphere geometry is tangential contact. The first radical advance came
from the observation that cycles (through their parameters in (I.15.3)) naturally form
a linear or projective space, see [276; 300, Ch. 1]. The second crucial step is the recog-
nition that the cycle space carries out the FLT-invariant indefinite metric [32, Ch. 3;
163, § F.4]. At the same time some presentations of cycles by 2 × 2 matrices were
used [163, § F.4; 300, Ch. 1; 306, § 9.2]. Their main feature is that the FLT in C cor-
responds to a some sort of linear transform by matrix conjugation in the cycle space.
However, the metric in the cycle space was not expressed in terms of those matrices.

All three ingredients—matrix presentation with linear structure and the invariant
product—came happily together as the Fillmore–Springer–Cnops construction (FSCc)
in the context of Clifford algebras [65, Ch. 4; 100]. Regrettably, the FSCc has not yet
propagated back to the most fundamental case of complex numbers, cf. [306, § 9.2]
or the somewhat cumbersome techniques used in [32, Ch. 3]. Interestingly, even the
founding fathers were not always strict followers of their own techniques, see [101].

A combination of all three components of Lie cycle geometry within FSCc facilit-
ates further development. It was discovered that for the smaller group SL2(R) there
exist more types—elliptic, parabolic and hyperbolic—of invariant metrics in the cycle
space [185; 191; 198, Ch. 5]. Based on the earlier work [163], the key concept of Lie
sphere geometry—tangency of two cycles C1 and C2—can be expressed through the
cycle product (I.15.7) as [198, Ex. 5.26.ii]:

⟨C1 + C2,C1 + C2⟩ = 0

for C1, C2 normalised such that ⟨C1,C1⟩ = ⟨C2,C2⟩ = 1. Furthermore, C1 + C2 is the
zero-radius cycle representing the point of contact.

The FSCc is useful in the consideration of the Poincaré extension of Möbius maps [209]
and continued fractions [208]. In theoretical physics, FSCc nicely describes conformal
compactifications of various space-time models [128; 130; 187; 198, § 8.1]. Last but not
least, FSCc is behind the Computer Algebra System (CAS) operating in Lie sphere geo-
metry [186, 211]. FSCc equally well applies to not only the field of complex numbers
but rings of dual and double numbers as well [198]. New use of the FSCc will be given
in the following sections in applications to loxodromes.



198 I.15. CONFORMAL PARAMETRISATION OF LOXODROMES

I.15.3. Fractional Linear Transformations and Loxodromes

In aiming for a covariant description of loxodromes we start from the following
definition.

DEFINITION I.15.4. A standard logarithmic spiral (SLS) with parameter λ ∈ C is the
orbit of the point 1 under the (disconnected) one-parameter subgroup of the FLT of
diagonal matrices

(I.15.10) Dλ(t) =

(
±eλt/2 0

0 e−λt/2

)
, t ∈ R.

REMARK I.15.5. Our SLS is a union of two branches, each of them is a logarithmic
spiral in the usual sense. The three-cycle parametrisation of loxodromes presented
below becomes less elegant if those two branches need to be separated. Yet, we draw
just one “positive” branch on Fig. I.15.3 to make the situation more transparent.

The SLS is the solution of the differential equation z ′ = λz with the initial value
z(0) = ±1 and has the parametric equation z(t) = ±eλt. Furthermore, we obtain the
same orbit for λ1 and λ2 ∈ C if λ1 = aλ2 for real a ̸= 0 through a re-parametrisation
of the time t 7→ at. Thus, an SLS is identified by the point [ℜ(λ) : ℑ(λ)] of the real
projective line PR. Thereafter the following classification is useful:

DEFINITION I.15.6. The SLS is
• positive, if ℜ(λ) · ℑ(λ) > 0;
• degenerate, if ℜ(λ) · ℑ(λ) = 0;
• negative, if ℜ(λ) · ℑ(λ) < 0.

Informally: a positive SLS unwinds counterclockwise, a negative SLS clockwise.
A degenerate SLS is the unit circle if ℑ(λ) ̸= 0 and the punctured real axis R \ {0} if
ℜ(λ) ̸= 0. If ℜ(λ) = ℑ(λ) = 0 then the SLS is the single point 1.

DEFINITION I.15.7. A logarithmic spiral is the image of an SLS under a complex
affine transformation z 7→ αz + β, with α, β ∈ C. A loxodrome is any image of an SLS
under a generic FLT (I.15.1).

Obviously, a complex affine transformation is an FLT with the upper triangu-

lar matrix
(
α β
0 1

)
. Thus, logarithmic spirals form an affine-invariant (but not FLT-

invariant) subset of loxodromes. Thereafter, loxodromes (and their degenerate forms—
circles, straight lines and points) extend the notion of cycles from the Lie sphere geo-
metry, cf. Rem. I.15.3.

By the nature of Defn. I.15.7, the parameter λ and the corresponding classific-
ation from Defn. I.15.6 remain meaningful for logarithmic spirals and loxodromes.
FLTs eliminate distinctions between circles and straight lines, but for degenerate lox-
odromes (ℜ(λ) · ℑ(λ) = 0) we still can note the difference between the two cases of
ℜ(λ) ̸= 0 and ℑ(λ) ̸= 0: orbits of former are whole circles (or straight lines) while latter
orbits are only arcs of circles (or segments of lines).

The immediate consequence of Defn. I.15.7 is



I.15.4. THREE-CYCLE PARAMETRISATION OF LOXODROMES 199

PROPOSITION I.15.8. The collection of all loxodromes is an FLT-invariant family. De-
generate loxodromes—(arcs of) circles and (segments) of straight lines—form an FLT-invariant
subset of loxodromes.

As mentioned above, an SLS is completely characterised by the point [ℜ(λ) : ℑ(λ)]

of the real projective line PR extended by the additional point [0 : 0]2. In the standard
way, [ℜ(λ) : ℑ(λ)] is associated with the real value λ̃ := 2πℜ(λ)/ℑ(λ) extended by∞ for ℑ(λ) = 0 and with symbol 0

0 for the ℜ(λ) = ℑ(λ) = 0 cases. Geometrically,
a = exp(λ̃) ∈ R+ represents the next point after 1, where the given SLS branch meets
the real positive half-axis after one full counterclockwise turn. Obviously, a > 1 and
a < 1 for positive and negative SLS, respectively. For a degenerate SLS:

i. with ℑ(λ) ̸= 0 we obtain λ̃ = 0 and a = 1;
ii. with ℜ(λ) ̸= 0 we consistently define a = ∞.

In essence, a loxodrome Λ is defined by the pair (λ̃,M), where M is the FLT map-
ping Λ to the SLS with parameter λ̃. While λ̃ is completely determined by Λ, the map
M is not.

PROPOSITION I.15.9. i. The subgroup of FLT that maps SLS with the parameter
λ̃ to itself consists of productsDλ̃(t)R

ε, ε = 0, 1 of transformationsDλ̃(t) = Dλ(t),
λ = λ̃+ 2πi (I.15.10) and branch-swapping reflections:

(I.15.11) R =

(
0 −1
1 0

)
: z 7→ −z−1 .

ii. Pairs (λ̃,M) and (λ̃ ′,M ′) define the same loxodrome if and only if
(a) λ̃ = λ̃ ′;
(b) M = Dλ̃(t)R

εM ′ for ε = 0, 1 and t ∈ R.

REMARK I.15.10. Often loxodromes appear as orbits of one-parameter continuous
subgroups of loxodromic FLT, which are characterised by non-real traces [24, § 4.3;
306, § 9.2; 330, § 9.2]. In the above notations such a subgroup is MDλ̃(t)M

−1, thus the
common presentation is not much different from the above (λ̃,M)-parametrisation.
Furthermore, we need to pick any point on a loxodrome to present it as an orbit.

I.15.4. Three-cycle Parametrisation of Loxodromes

Although pairs (λ̃,M) provide a parametrisation of loxodromes, the following al-
ternative is more operational. It is inspired by the orthogonal pairs of elliptic and
hyperbolic pencils described in Section II.6.2.

DEFINITION I.15.11. A three-cycle parametrisation {C1,C2,C3} of a non-degenerate
SLS λ̃ satisfies the following conditions:

i. C1 is any straight line passing through the origin;
ii. C2 and C3 are two circles with their centres at the origin;

iii. Λ passes the intersection points C1 ∩ C2 and C1 ∩ C3; and

2Pedantic consideration of the trivial case ℜ(λ) = ℑ(λ) = 0 will be often omitted in the following
discussion.
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iv. A branch of Λ makes one full counterclockwise turn between intersection
points C1 ∩ C2 and C1 ∩ C3 belonging to a ray in C1 from the origin.

We say that a three-cycle parametrisation is standard if C1 is the real axis and C2

is the unit circle, then C3 = {z : |z| = exp(λ̃)}. A three-cycle parametrisation can be
consistently extended to a degenerate SLS Λ as follows:
λ̃ = 0: any straight line C1 passing the origin and the unit circle C2 = C3 = Λ;
λ̃ = ∞: the real axis as C1 = Λ, the unit circle as C2 and C3 = (0, 0, 0, 1) being the

zero-radius circle at infinity.
Since cycles are elements of the projective space, the following normalised cycle

product:

(I.15.12) [C1,C2] :=
⟨C1,C2⟩√

⟨C1,C1⟩ ⟨C2,C2⟩
is more meaningful than the cycle product (I.15.7) itself. Note that, [C1,C2] is defined
only if neither C1 nor C2 is a zero-radius cycle (i.e., a point). Also, the normalised cycle
product is GL2(C)-invariant in comparison to the SL2(C)-invariance in (I.15.8).

A reader will instantly recognise the familiar pattern of the cosine of angle between
two vectors appeared in (I.15.12). Simple calculations show that this geometric inter-
pretation is very explicit in two special cases of interest.

LEMMA I.15.12. i. Let C1 and C2 be two straight lines passing the origin with
slopes tanϕ1 and tanϕ2 respectively. Then C2 = Dx+iy(1)C1 for transforma-
tion (I.15.10) with any x ∈ R and y = ϕ2 − ϕ1 satisfying the relations:

(I.15.13) [C1,C2] = cosy .

ii. Let C1 and C2 be two circles centred at the origin with radii r1 and r2 respectively.
Then C2 = Dx+iy(1)C1 for transformation (I.15.10) with any y ∈ R and x =
log(r2) − log(r1) satisfies the relation:

(I.15.14) [C1,C2] = cosh x .

Note the explicit elliptic-hyperbolic analogy between (I.15.13) and (I.15.14). By the
way, both expressions produce real x and y due to inequality (I.15.9) for the respective
types of pencils. Now we can deduce the following properties of a three-cycle para-
metrisation.

PROPOSITION I.15.13. For a given SLS Λ with a parameter λ:
i. Any transformation (I.15.10) maps a three-cycle parametrisation of Λ to another

three-cycle parametrisation of Λ.
ii. For any two three-cycle parametrisations {C1,C2,C3} and {C ′

1,C
′
2,C

′
3}, there exists

t0 ∈ R such that C ′
j = Dλ(t0)Cj for Dλ(t0) (I.15.10) and j = 1, 2, 3.

iii. The parameter λ̃ = 2πℜ(λ)/ℑ(λ) of SLS can be recovered form its three-cycle para-
metrisation by the relation:

(I.15.15) λ̃ = arccosh [C2,C3] and λ ∼ λ̃+ 2πi .
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PROOF. The first statement is obvious. For the second we take Dλ(t0) : Λ → Λ
which maps C1 ∩ C2 to C ′

1 ∩ C ′
2, this transformation maps Cj 7→ C ′

j for j = 1, 2, 3.
Finally, the last statement follows from (I.15.14). □

Note that expression (I.15.15) is FLT-invariant. Since any loxodrome is an image of
SLS under FLT we obtain a three-cycle parametrisation of loxodromes as follows.

PROPOSITION I.15.14. i. Any three-cycle parametrisation {C1,C2,C3} of SLS
has the following FLT-invariant properties:
(a) C1 is orthogonal to C2 and C3;
(b) C2 and C3 either disjoint or coincide.3

ii. For any FLT M and three-cycle parametrisation {C ′
1,C

′
2,C

′
3} of an SLS, the three

cyclesCj =M(C ′
j), j = 1, 2, 3 satisfy the above conditions (I.15.14.i(a)) and (I.15.14.i(b)).

iii. For any triple of cycles {C1,C2,C3} satisfying the above conditions (I.15.14.i(a))
and (I.15.14.i(b)) there exists an FLT M such that cycles {M(C1),M(C2),M(C3)}

provide a three-cycle parametrisation of the SLS with the parameter λ̃ (I.15.15). The
FLTM is uniquely defined by the additional condition that {M(C1),M(C2),M(C3)}
is a standard parametrisation of the SLS.

PROOF. The first statement is obvious, the second follows because properties (I.15.14.i(a))
and (I.15.14.i(b)) are FLT-invariant.

For (I.15.14.iii) in the degenerate case C2 = C3: any M that sends C2 = C3 to
the unit circle will do the job. If C2 ̸= C3 we explicitly describe below the procedure,
which produces FLTMmapping the loxodrome to the SLS. □

PROCEDURE I.15.15. Two disjoint cycles C2 and C3 span a hyperbolic pencil H as
described in Section II.6.2. Then C1 belongs to the elliptic E pencil orthogonal toH. Let
C0 and C∞ be the two zero-radius cycles (points) from the hyperbolic pencil H. Every
cycle in E, including C1, passes through C0 and C∞. We label these points in such a
way that

• for a positive λ̃, cycle C3 is between C2 and C∞; and
• for a negative λ̃, cycle C3 is between C2 and C0.

Here “between” for cycles means “between” for their intersection points with C1. Fi-
nally, let Cu be any of two intersection points C1 ∩C2. Then, there exists a unique FLT
M such that M : C0 7→ 0, M : Cu 7→ 1 and M : C∞ 7→ ∞. We will call M the standard
FLT associated to the three-cycle parametrisation {C1,C2,C3} of the loxodrome.

REMARK I.15.16. To complement the construction of the standard FLT M asso-
ciated to the three-cycle parametrisation {C1,C2,C3} from Procedure I.15.15, we can
describe the inverse operation. For the loxodrome, which is the image of SLS with
the parameter λ under an FLT M, we define the standard three-cycle parametrisation
{M(R),M(Cu),M(Cλ)} as the image of the standard parametrisation of the SLS under
M. Here R is the real axis, Cu = {z : |z| = 1} is the unit circle and Cλ = {z : |z| = exp(λ̃)}.

In essence, the previous proposition says that a three-cycle and (λ,M) parametrisa-
tions are equivalent and delivers an explicit procedure producing one from another.

3Recall that ifC2 = C3, then SLS is degenerate and coincides withC2 = C3.
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1
a

FIGURE I.15.3. Logarithmic spirals (left) and loxodrome (right) with
associated pencils of cycles. This is a combination of Figs. I.15.1
and I.15.2.

However, three-cycle parametrisation is more geometric, since it links a loxodrome to
a pair of orthogonal pencils, see Fig. I.15.3. Furthermore, cycles C1, C2, C3 (unlike
parameters λ and M) can be directly drawn in the plane to represent a loxodrome,
which may be even omitted.

I.15.5. Applications of Three-Cycle Parametrisation

Now we present some examples of the use of three-cycle parametrisation of lox-
odromes. Any parametrisation mentioned in this paper has some arbitrariness. For
pairs (λ̃,M) this is described in Proposition I.15.9. Characterisation as orbits from
Rem. I.15.10 seems to be most ambiguous: besides the previous freedom in the choice
of one-parameter subgroup, we can pick any point of the loxodrome as well. Now we
want to resolve non-uniqueness in the three-cycle parametrisation. Recall, that a triple
{C1,C2,C3} is non-degenerate if C2 ̸= C3 and C3 is not zero-radius.

PROPOSITION I.15.17. Two non-degenerate triples {C1,C2,C3} and {C ′
1,C

′
2,C

′
3} para-

meterise the same loxodrome if and only if all the following conditions are satisfied:
i. Pairs {C2,C3} and {C ′

2,C
′
3} span the same hyperbolic pencil. That is, cycles C ′

2 and
C ′

3 are linear combinations of C2 and C3 and vise versa.
ii. Pairs {C2,C3} and {C ′

2,C
′
3} define the same parameter λ̃:

(I.15.16) [C2,C3] = [C ′
2,C

′
3] .

iii. The elliptic-hyperbolic identity holds:

(I.15.17)
arccosh

[
Cj,C

′
j

]
arccosh [C2,C3]

≡ 1

2π
arccos [C1,C

′
1] (mod 1) ,

where j is either 2 or 3.
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PROOF. Necessity of (I.15.17.i) is obvious, since hyperbolic pencils spanned by
{C2,C3} and {C ′

2,C
′
3} are both the image of concentric circles centred at origin under

the FLT M defining the loxodrome. Necessity of (I.15.17.ii) is also obvious since λ̃ is
uniquely defined by the loxodrome. Necessity of (I.15.17.iii) follows from the analysis
of the following demonstration of sufficiency.

For sufficiency, letM be FLT constructed through Procedure I.15.15 from {C1,C2,C3}.
Then (I.15.17.i) implies that M(C ′

2) and M(C ′
3) are also circles centred at the origin.

Then Lem. I.15.12 implies that the transformationDx+iy(1), where x = arccosh [C2,C
′
2]

and y = arccos [C1,C
′
1], maps C ′

1 and C ′
2 to C1 and C2, respectively. Furthermore,

from identity (I.15.16) it follows that the same Dx+iy(1) maps C ′
3 to C3. Finally, condi-

tion (I.15.17) means that x+i(y+2πn) = a(λ̃+2πi) for a = x/λ̃ and somen ∈ Z. In other
wordsDx+iy(1) = Dλ̃(a), thusDx+iy(1) maps the SLS with parameter λ̃ to itself. Since
{M(C1),M(C2),M(C3)} and {M(C ′

1),M(C ′
2),M(C ′

3)} are two three-cycle parametrisa-
tions of the same SLS, {C1,C2,C3} and {C ′

1,C
′
2,C

′
3} are two three-cycle parametrisations

of the same loxodrome. □

See Fig. I.13.1 for an animated family of equivalent three-cycle parametrisations of
the same loxodrome (also posted at [207]). Relation (I.15.17), which correlates elliptic
and hyperbolic rotations for the loxodrome, regularly appears in this context. The next
topic provides another illustration of this.

PROCEDURE I.15.18. To verify whether a loxodrome parametrised by three cycles
{C1,C2,C3} passes a point parametrised by a zero-radius cycle, C0 we perform the
following steps:

i. Define the cycle

(I.15.18) Ch = tC2 + (1− t)C3 , where t = −
⟨C0,C3⟩

⟨C0,C2 − C3⟩
,

which belongs to the hyperbolic pencil spanned by {C2,C3} and is orthogonal
to C0, that is, passes the respective point.

ii. Find the cycle Ce from the elliptic pencil orthogonal to {C2,C3} that passes
through C0. Ce is the solution of the system of three linear (equation with
respect to parameters of Ce) equations, cf. Ex I.15.2:

⟨Ce,C0⟩ = 0 ,

⟨Ce,C2⟩ = 0 ,

⟨Ce,C3⟩ = 0 .

iii. Verify the elliptic-hyperbolic relation:

(I.15.19)
arccosh [Ch,C2]

arccosh [C2,C3]
≡ 1

2π
arccos [Ce,C1] (mod 1) .

PROOF. LetM be the standard FLT associated with {C1,C2,C3} from Procedure I.15.15.
The point C0 belongs to the loxodrome if the transformation Dλ̃(t) for some t maps
M(C0) to the intersection M(C1) ∩M(C2). But Dx+iy(1) with x = arccosh [Ch,C2]
and y = arccos [Ce,C1] maps M(Ch) → M(C2) and M(Ce) → M(C1), thus it also
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mapsM(C0) ⊂M(Ch)∩M(Ce) toM(C1)∩M(C2). Condition (I.15.19) guaranties that
Dx+iy(1) = Dλ̃(x/λ̃), as in the previous Prop. □

Our final example considers two loxodromes that may have completely different
associated pencils.

PROCEDURE I.15.19. Let two loxodromes be parametrised by {C1,C2,C3} and {C ′
1,C

′
2,C

′
3}.

Assume they intersect at some point parametrised by a zero-radius cycle C0 (this can
be checked by Procedure I.15.18, if needed). To find the angle of intersection we per-
form the following steps:

i. Use (I.15.18) to find cyclesCh andC ′
h belonging to hyperbolic pencils, spanned

by {C2,C3} and {C ′
2,C

′
3}, respectively, and both passing C0.

ii. The intersection angle is

(I.15.20) arccos [Ch,C
′
h] − arctan

(
λ̃

2π

)
+ arctan

(
λ̃ ′

2π

)
,

where λ̃ and λ̃ ′ are determined by (I.15.15).

PROOF. A non-degenerate loxodrome intersects any cycle from its hyperbolic pen-
cil with the fixed angle arctan(λ̃/(2π)). This is used to amend the intersection angle
arccos [Ch,C

′
h] of cycles from the respective hyperbolic pencils. □

COROLLARY I.15.20. Let a loxodrome parametrised by {C1,C2,C3} pass through a point
parametrised by a zero-radius cycle C0 as in Procedure I.15.18. Then, a non-zero radius cycle
C is tangent to the loxodrome at C0 if and only if the following two conditions hold:

⟨C,C0⟩ = 0 ,

arccos [C,Ch] = arctan

(
λ̃

2π

)
,

(I.15.21)

where Ch is given by (I.15.18) and is λ̃ is determined by (I.15.15).

PROOF. The first condition simply verifies that C passes C0, cf. Ex I.15.2. Cycle
C, as a degenerate loxodrome, is parametrised by {Ce,C,C}, where Ce is any cycle
orthogonal toC andCe is not relevant in the following. The hyperbolic pencil spanned
by two copies of C consists of C only. Thus we put C ′

h = C, λ̃ ′ = 0 in (I.15.20) and set
that expression equal it to 0 to obtain the second equation in (I.15.21). □

I.15.6. Discussion and Open Questions

It was mentioned at the end of Section I.15.4 that a three-cycle parametrisation of
loxodromes is more geometric than their presentation by a pair (λ,M). Furthermore,
three-cycle parametrisation reveals the natural analogy between elliptic and hyper-
bolic features of loxodromes, see (I.15.17) as an illustration. Examples in Section I.15.5
show that various geometric questions are explicitly answered in term of three-cycle
parametrisation. Thus, our work extends the set of objects in Lie sphere geometry—
circles, lines and points—to the natural maximal conformally-invariant family, which
also includes loxodromes. In practical terms, three-cycle parametrisation allows one
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to extend the library figure for Möbuis invariant geometry [211, 212] to operate with
loxodromes as well.

It is even more important that the presented technique is another implementation
of a general framework [208, 209, 211, 212], which provides a significant advance in
Lie sphere geometry. The Poincaré extension of FLT from the real line to the upper
half-plane was performed by a pair of orthogonal cycles in [209]. A similar extension
of FLT from the complex plane to the upper half-space can be done by a triple of pair-
wise orthogonal cycles. Thus, triples satisfying FLT-invariant properties (I.15.14.i(a)) and
(I.15.14.i(b)) of Prop. I.15.14 present another non-equivalent class of cycle ensembles
in the sense of [209]. In general, Lie sphere geometry can be enriched by consideration of
cycle ensembles interrelated by a list of FLT-invariant properties [209]. Such ensembles
become new objects in the extended Lie spheres geometry and can be represented by
points in a cycle ensemble space.

There are several natural directions to extend this work further, here are just few
of them:

i. Link our “global” parametrisation of loxodromes with the differential geo-
metric approach from [43, 290, 293]. Our last Cor. I.15.20 can be a first step in
this direction.

ii. Consider all FLT-invariant non-equivalent classes of three-cycle ensembles
on C: pairwise orthogonal triples (representing points in the upper half-
space [209]), triples satisfying properties (I.15.14.i(a)) and (I.15.14.i(b)) of Prop. I.15.14
(representing loxodromes), etc.

iii. Extend this consideration to quaternions or Clifford algebras [122, 258]. The
previous works [291,292] and availability of FSCc in this setup [65, Ch. 4; 100]
make it rather promising.

iv. Consider Möbius transformations in rings of dual and double numbers [19,
190, 191, 196, 198, 203, 209, 261]. There are enough indications that the story
will not be quite the same as for complex numbers.

v. Explore further connections of loxodromes with
• Carleson curves and microlocal properties of singular integral operat-

ors [18, 40, 46]; or
• applications to operator theory [306, 330].

Some combinations of those topics may be fruitful as well.
.





LECTURE I.16

Continued Fractions, Möbius Transformations and Cycles

We review interrelations between continued fractions, Möbius transformations
and representations of cycles by 2× 2 matrices. This leads us to several descriptions of
continued fractions through chains of orthogonal or touching horocycles. One of these
descriptions was proposed in paper by A. Beardon and I. Short [28]. The approach is
extended to several dimensions in a way which is compatible to the early propositions
of A. Beardon based on Clifford algebras [22].

I.16.1. Introduction

Continued fractions remain an important and attractive topic of current research
[45; 149; 158; 163, § E.3]. A fruitful and geometrically appealing method considers
a continued fraction as an (infinite) product of linear-fractional transformations from
the Möbius group. see Sec. I.16.2 of this paper for an overview, papers [23; 274; 285;
299; 300, Ex. 10.2] and in particular [25] contain further references and historical notes.
Partial products of linear-fractional maps form a sequence in the Moebius group, the
corresponding sequence of transformations can be viewed as a discrete dynamical
system [25, 249]. Many important questions on continued fractions, e.g. their con-
vergence, can be stated in terms of asymptotic behaviour of the associated dynamical
system. Geometrical generalisations of continued fractions to many dimensions were
introduced recently as well [22, 149].

Any consideration of the Möbius group introduces cycles—the Möbius invariant
set of all circles and straight lines. Furthermore, an efficient treatment cycles and
Möbius transformations is realised through certain 2 × 2 matrices, which we will re-
view in Sec. I.16.3, see also [65, § 4.1; 100; 163, § 4.2; 185; 198; 300]. Linking the above
relations we may propose the main thesis of the present note:

COROLLARY I.16.1 (Continued fractions and cycles). Properties of continued frac-
tions may be illustrated and demonstrated using related cycles, in particular, in the form of
respective 2× 2 matrices.

One may expect that such an observation has been made a while ago, e.g. in the
book [300], where both topics were studied. However, this seems did not happened for
some reasons. It is only the recent paper [28], which pioneered a connection between
continued fractions and cycles. We hope that the explicit statement of the claim will
stimulate its further fruitful implementations. In particular, Sec. I.16.4 reveals all three
possible cycle arrangements similar to one used in [28]. Secs. I.16.5–I.16.6 shows that

207



208 I.16. CONTINUED FRACTIONS, MÖBIUS TRANSFORMATIONS AND CYCLES

relations between continued fractions and cycles can be used in the multidimensional
case as well.

As an illustration, we draw on Fig. I.16.1 chains of tangent horocycles (circles tan-
gent to the real line, see [28] and Sec. I.16.4) for two classical simple continued fractions:

e = 2+
1

1+
1

2+
1

1+
1

1+ . . .

, π = 3+
1

7+
1

15+
1

1+
1

292+ . . .

.

One can immediately see, that the convergence for π is much faster: already the third

R

a4

a0 a1

a3

a2

e
a2

R

a0 a1

π

FIGURE I.16.1. Continued fractions for e and π visualised. The con-
vergence rate for π is pictorially faster.

horocycle is too small to be visible even if it is drawn. This is related to larger coeffi-
cients in the continued fraction for π.

Paper [28] also presents examples of proofs based on chains of horocycles. This
intriguing construction was introduced in [28] ad hoc. Guided by the above claim we
reveal sources of this and other similar arrangements of horocycles. Also, we can pro-
duce multi-dimensional variant of the framework.

I.16.2. Continued Fractions

We use the following compact notation for a continued fraction:

(I.16.1) K(an|bn) =
a1

b1 +
a2

b2 +
a3

b3 + . . .

=
a1

b1 +

a2

b2 +

a3

b3 + . . .
.

Without loss of generality we can assume aj ̸= 0 for all j. The important particular case
of simple continued fractions, with an = 1 for all n, is denoted by K(bn) = K(1|bn).
Any continued fraction can be transformed to an equivalent simple one.
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It is easy to see, that continued fractions are related to the following linear-fractional
(Möbius) transformation, cf. [23, 274, 285, 299]:

(I.16.2) Sn = s1 ◦ s2 ◦ . . . ◦ sn, where sj(z) =
aj

bj + z
.

These Möbius transformation are considered as bijective maps of the Riemann sphere

Ċ = C ∪ {∞} onto itself. If we associate the matrix
(
a b
c d

)
to a liner-fractional trans-

formation z 7→ az+b
cz+d , then the composition of two such transformations corresponds

to multiplication of the respective matrices. Thus, relation (I.16.2) has the matrix form:

(I.16.3)
(
Pn−1 Pn
Qn−1 Qn

)
=

(
0 a1
1 b1

)(
0 a2
1 b2

)
· · ·
(
0 an
1 bn

)
.

The last identity can be fold into the recursive formula:

(I.16.4)
(
Pn−1 Pn
Qn−1 Qn

)
=

(
Pn−2 Pn−1

Qn−2 Qn−1

)(
0 an
1 bn

)
.

This is equivalent to the main recurrence relation:

(I.16.5) Pn = bnPn−1 + anPn−2

Qn = bnQn−1 + anQn−2
, n = 1, 2, 3, . . . , with P1 = a1, P0 = 0,

Q1 = b1, Q0 = 1.

The meaning of entries Pn and Qn from the matrix (I.16.3) is revealed as follows.
Möbius transformation (I.16.2)–(I.16.3) maps 0 and ∞ to

(I.16.6)
Pn

Qn
= Sn(0),

Pn−1

Qn−1
= Sn(∞).

It is easy to see that Sn(0) is the partial quotient of (I.16.1):

(I.16.7)
Pn

Qn
=
a1

b1 +

a2

b2 + . . .+

an

bn
.

Properties of the sequence of partial quotients
{
Pn

Qn

}
in terms of sequences {an} and

{bn} are the core of the continued fraction theory. Equation (I.16.6) links partial quo-
tients with the Möbius map (I.16.2). Circles form an invariant family under Möbius
transformations, thus their appearance for continued fractions is natural. Surprisingly,
this happened only recently in [28].

I.16.3. Möbius Transformations and Cycles

If M =

(
a b
c d

)
is a matrix with real entries then for the purpose of the associ-

ated Möbius transformations M : z 7→ az+b
cz+d we may assume that detM = ±1. The

collection of all such matrices form a group. Möbius maps commute with the complex
conjugation z 7→ z̄. If detM > 0 then both the upper and the lower half-planes are
preserved; if detM < 0 then the two half-planes are swapped. Thus, we can treat M
as the map of equivalence classes z ∼ z̄, which are labelled by respective points of the
closed upper half-plane. Under this identification we consider any map produced by
Mwith detM = ±1 as the map of the closed upper-half plane to itself.
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The characteristic property of Möbius maps is that circles and lines are trans-
formed to circles and lines. We use the word cycles for elements of this Möbius-
invariant family [185, 198, 339]. We abbreviate a cycle given by the equation

(I.16.8) k(u2 + v2) − 2lv− 2nu+m = 0

to the point (k, l,n,m) of the three dimensional projective space PR3. The equivalence
relation z ∼ z̄ is lifted to the equivalence relation

(I.16.9) (k, l,n,m) ∼ (k, l,−n,m)

in the space of cycles, which again is compatible with the Möbius transformations
acting on cycles.

The most efficient connection between cycles and Möbius transformations is real-
ised through the construction, which may be traced back to [300] and was subsequently
rediscovered by various authors [65, § 4.1; 100; 163, § 4.2], see also [185, 198]. The con-

struction associates a cycle (k, l,n,m) with the 2 × 2 matrix C =

(
l+ in −m
k −l+ in

)
,

see discussion in [198, § 4.4] for a justification. This identification is Möbius covariant:

the Möbius transformation defined byM =

(
a b
c d

)
maps a cycle with matrix C to the

cycle with matrix MCM−1. Therefore, any Möbius-invariant relation between cycles
can be expressed in terms of corresponding matrices. The central role is played by the
Möbius-invariant inner product [198, § 5.3]:

(I.16.10)
〈
C, C̃

〉
= ℜ tr(CC̃),

which is a cousin of the product used in GNS construction of C∗-algebras. Notably, the
relation:

(I.16.11)
〈
C, C̃

〉
= 0 or km̃+mk̃− 2nñ− 2l̃l = 0,

describes two cycles C = (k, l,m,n) and C̃ = (k̃, l̃, m̃, ñ) orthogonal in Euclidean
geometry. Also, the inner product (I.16.10) expresses the Descartes–Kirillov condi-
tion [163, Lem. 4.1(c); 198, Ex. 5.26] of C and C̃ to be externally tangent:

(I.16.12)
〈
C + C̃,C + C̃

〉
= 0 or (l+ l̃)2 + (n+ ñ)2 − (m+ m̃)(k+ k̃) = 0,

where the representing vectors C = (k, l,n,m) and C̃ = (k̃, l̃, m̃, ñ) from PR3 need to
be normalised by the conditions ⟨C,C⟩ = 1 and

〈
C̃, C̃

〉
= 1.

I.16.4. Continued Fractions and Cycles

Let M =

(
a b
c d

)
be a matrix with real entries and the determinant detM equal

to ±1, we denote this by δ = detM. As mentioned in the previous section, to calculate
the image of a cycle C under Möbius transformations M we can use matrix similarity
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MCM−1. IfM =

(
Pn−1 Pn
Qn−1 Qn

)
is the matrix (I.16.3) associated to a continued fraction

and we are interested in the partial fractions Pn

Qn
, it is natural to ask:

Which cycles C have transformations MCM−1 depending on the first (or
on the second) columns ofM only?

It is a straightforward calculation with matrices1 to check the following statements:

LEMMA I.16.2. The cycles (0, 0, 1,m) (the horizontal lines v = m) are the only cycles,

such that their images under the Möbius transformation
(
a b
c d

)
are independent from the

column
(
b
d

)
. The image associated to the column

(
a
c

)
is the horocycle (c2m,acm, δ,a2m),

which touches the real line at a
c

and has the radius 1
mc2

.

In particular, for the matrix (I.16.4) the horocycle is touching the real line at the
point Pn−1

Qn−1
= Sn(∞) (I.16.6).

LEMMA I.16.3. The cycles (k, 0, 1, 0) (with the equation k(u2+v2)−2v = 0) are the only

cycles, such that their images under the Möbius transformation
(
a b
c d

)
are independent from

the column
(
a
c

)
. The image associated to the column

(
b
d

)
is the horocycle (d2k,bdk, δ,b2k),

which touches the real line at b
d

and has the radius 1
kd2 .

In particular, for the matrix (I.16.4) the horocycle is touching the real line at the
point Pn

Qn
= Sn(0) (I.16.6). In view of these partial quotients the following cycles join-

ing them are of interest.

LEMMA I.16.4. A cycle (0, 1,n, 0) (any non-horizontal line passing 0) is transformed by
(I.16.2)–(I.16.3) to the cycle (2QnQn−1,PnQn−1 + QnPn−1, δn, 2PnPn−1), which passes
points Pn

Qn
= Sn(0) and Pn−1

Qn−1
= S(∞) on the real line.

The above three families contain cycles with specific relations to partial quotients
through Möbius transformations. There is one degree of freedom in each family: m, k
and n, respectively. We can use the parameters to create an ensemble of three cycles
(one from each family) with some Möbius-invariant interconnections. Three most nat-
ural arrangements are illustrated by Fig. I.16.2. The first row presents the initial se-
lection of cycles, the second row—their images after a Möbius transformation (colours
are preserved). The arrangements are as follows:

i. The left column shows the arrangement used in the paper [28]: two horo-
cycles are tangent, the third cycle, which we call connecting, passes three
points of pair-wise contact between horocycles and the real line. The connect-
ing cycle is also orthogonal to horocycles and the real line. The arrangement
corresponds to the following values m = 2, k = 2, n = 0. These parameters

1This calculation can be done with the help of the tailored Computer Algebra System (CAS) as de-
scribed in [186; 198, App. B].
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FIGURE I.16.2. Various arrangements for three cycles. The first row
shows the initial position, the second row—after a Möbius transform-
ation (colours are preserved).
The left column shows the arrangement used in the paper [28]: two
horocycles touching, the connecting cycle is passing their common
point and is orthogonal to the real line.
The central column presents two orthogonal horocycles and the con-
necting cycle orthogonal to them.
The horocycles in the right column are again orthogonal but the con-
necting cycle passes one of their intersection points and makes 45◦

with the real axis.

are uniquely defined by the above tangent and orthogonality conditions to-
gether with the requirement that the horocycles’ radii agreeably depend from
the consecutive partial quotients’ denominators: 1

2Q2
n−1

and 1
2Q2

n
respectively.

This follows from the explicit formulae of image cycles calculated in Lem-
mas I.16.2 and I.16.3.

ii. The central column of Fig. I.16.2 presents two orthogonal horocycles and the
connecting cycle orthogonal to them. The initial cycles have parameters m =√
2, k =

√
2, n = 0. Again, these values follow from the geometric conditions

and the alike dependence of radii from the partial quotients’ denominators:√
2

2Q2
n−1

and
√
2

2Q2
n

.
iii. Finally, the right column have the same two orthogonal horocycles, but the

connecting cycle passes one of two horocycles’ intersection points. Its mir-
ror reflection in the real axis satisfying (I.16.9) (drawn in the dashed style)
passes the second intersection point. This corresponds to the valuesm =

√
2,

k =
√
2, n = ±1. The connecting cycle makes the angle 45◦ at the points



I.16.5. MULTI-DIMENSIONAL MÖBIUS MAPS AND CYCLES 213

of intersection with the real axis. It also has the radius
√
2
2

∣∣∣ Pn

Qn
− Pn−1

Qn−1

∣∣∣ =
√
2
2

1
|QnQn−1|

—the geometric mean of radii of two other cycles. This again re-
peats the relation between cycles’ radii in the first case.

Three configurations have fixed ratio
√
2 between respective horocycles’ radii. Thus,

they are equally suitable for the proofs based on the size of horocycles, e.g. [28, Thm. 4.1].
On the other hand, there is a tiny computational advantage in the case of ortho-

gonal horocycles. Let we have the sequence pj of partial fractions pj =
Pj

Qj
and want to

rebuild the corresponding chain of horocycles. A horocycle with the point of contact pj
has components (1,pj,nj,p2j ), thus only the value of nj need to be calculated at every
step. If we use the condition “to be tangent to the previous horocycle”, then the quad-
ratic relation (I.16.12) shall be solved. Meanwhile, the orthogonality relation (I.16.11)
is linear in nj.

I.16.5. Multi-dimensional Möbius maps and cycles

It is natural to look for multidimensional generalisations of continued fractions. A
geometric approach based on Möbius transformation and Clifford algebras was pro-
posed in [22]. The Clifford algebra Cℓ(n) is the associative unital algebra over R gener-
ated by the elements e1,. . . ,en satisfying the following relation:

eiej + ejei = −2δij,

where δij is the Kronecker delta. An element of Cℓ(n) having the form x = x1e1 +
. . . + xnen can be associated with the vector (x1, . . . , xn) ∈ Rn. The reversion a 7→ a∗

in Cℓ(n) [65, (1.19(ii))] is defined on vectors by x∗ = x and extended to other elements
by the relation (ab)∗ = b∗a∗. Similarly the conjugation is defined on vectors by x̄ = −x

and the relation ab = b̄ā. We also use the notation |a|2 = aā ⩾ 0 for any product a of
vectors. An important observation is that any non-zero vectors x has a multiplicative
inverse: x−1 = x̄

|x|2
.

By Ahlfors [3] (see also [22, § 5; 65, Thm. 4.10]) a matrixM =

(
a b
c d

)
with Clifford

entries defines a linear-fractional transformation of Rn if the following conditions are
satisfied:

i. a, b, c and d are products of vectors in Rn;
ii. ab∗, cd∗, c∗a and d∗b are vectors in Rn;

iii. the pseudodeterminant δ := ad∗ − bc∗ is a non-zero real number.
Clearly we can scale the matrix to have the pseudodeterminant δ = ±1 without an
effect on the related linear-fractional transformation. Define, cf. [65, (4.7)]

(I.16.13) M̄ =

(
d∗ −b∗

−c∗ a∗

)
and M∗ =

(
d̄ b̄
c̄ ā

)
.

Then MM̄ = δI and M̄ = κM∗, where κ = 1 or −1 depending either d is a product of
even or odd number of vectors.

To adopt the discussion from Section I.16.3 to several dimensions we use vector
rather than paravector formalism, see [65, (1.42)] for a discussion. Namely, we consider



214 I.16. CONTINUED FRACTIONS, MÖBIUS TRANSFORMATIONS AND CYCLES

vectors x ∈ Rn+1 as elements x = x1e1+ . . .+xnen+xn+1en+1 in Cℓ(n+ 1). Therefore

we can extend the Möbius transformation defined by M =

(
a b
c d

)
with a,b, c,d ∈

Cℓ(n) to act on Rn+1. Again, such transformations commute with the reflection R in
the hyperplane xn+1 = 0:

R : x1e1 + . . .+ xnen + xn+1en+1 7→ x1e1 + . . .+ xnen − xn+1en+1.

Thus we can consider the Möbius maps acting on the equivalence classes x ∼ R(x).
Spheres and hyperplanes in Rn+1—which we continue to call cycles—can be as-

sociated to 2× 2 matrices [65, (4.12); 100]:

(I.16.14) kx̄x− lx̄− xl̄+m = 0 ↔ C =

(
l m
k l̄

)
,

where k,m ∈ R and l ∈ Rn+1. For brevity we also encode a cycle by its coefficients
(k, l,m). A justification of (I.16.14) is provided by the identity:(

1 x̄
)(l m
k l̄

)(
x
1

)
= kxx̄− lx̄− xl̄+m, since x̄ = −x for x ∈ Rn.

The identification is also Möbius-covariant in the sense that the transformation asso-
ciated with the Ahlfors matrix M sends a cycle C to the cycle MCM∗ [65, (4.16)]. The
equivalence x ∼ R(x) is extended to spheres:(

l m
k l̄

)
∼

(
R(l) m
k R(̄l)

)
since it is preserved by the Möbius transformations with coefficients from Cℓ(n).

Similarly to (I.16.10) we define the Möbius-invariant inner product of cycles by the
identity

〈
C, C̃

〉
= ℜ tr(CC̃), where ℜ denotes the scalar part of a Clifford number. The

orthogonality condition
〈
C, C̃

〉
= 0 means that the respective cycle are geometrically

orthogonal in Rn+1.

I.16.6. Continued fractions from Clifford algebras and horocycles

There is an association between the triangular matrices and the elementary Möbius
maps of Rn, cf. (I.16.2):

(I.16.15)
(
0 1
1 b

)
: x 7→ (x+b)−1 , where x = x1e1+ . . .+xnen,b = b1e1+ . . .bnen,

Similar to the real line case in Section I.16.2, Beardon proposed [22] to consider the
composition of a series of such transformations as multidimensional continued frac-
tion, cf. (I.16.2). It can be again represented as the the product (I.16.3) of the respective
2 × 2 matrices. Another construction of multidimensional continued fractions based
on horocycles was hinted in [28]. We wish to clarify the connection between them. The
bridge is provided by the respective modifications of Lem. I.16.2–I.16.4.
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LEMMA I.16.5. The cycles (0, en+1,m) (the “horizontal” hyperplane xn+1 = m) are

the only cycles, such that their images under the Möbius transformation
(
a b
c d

)
are inde-

pendent from the column
(
b
d

)
. The image associated to the column

(
a
c

)
is the horocycle

(−m |c|2 ,−mac̄+δen+1,m |a|2), which touches the hyperplane xn+1 = 0 at ac̄
|c|2

and has the

radius 1
m|c|2

.

LEMMA I.16.6. The cycles (k, en+1, 0) (with the equation k(u2 + v2) − 2v = 0) are the

only cycles, such that their images under the Möbius transformation
(
a b
c d

)
are independent

from the column
(
a
c

)
. The image associated to the column

(
b
d

)
is the horocycle (k |d|2 ,kbd̄+

δen+1,−kbb̄), which touches the hyperplane xn+1 = 0 at bd̄
|d|2

and has the radius 1
k|d|2

.

The proof of the above lemmas are reduced to multiplications of respective matrices
with Clifford entries.

LEMMA I.16.7. A cycle C = (0, l, 0), where l = x+ ren+1 and 0 ̸= x ∈ Rn, r ∈ R, that
is any non-horizontal hyperplane passing the origin, is transformed into MCM∗ = (cxd̄ +

dx̄c̄,axd̄+ bx̄c̄+ δren+1,axb̄+ bx̄ā). This cycle passes points ac̄

|c|2
and bd̄

|d|2
.

If x = c̄d, then the centre of

MCM∗ = (2 |c|2 |d|2 ,ac̄ |d|2 + bd̄ |c|2 , (ac̄)(db̄) + (bd̄)(cā))

is 1
2 (
ac̄

|c|2
+ bd̄

|d|2
)+ δr

2|c|2|d|2
en+1, that is, the centre belongs to the two-dimensional plane passing

the points ac̄

|c|2
and bd̄

|d|2
and orthogonal to the hyperplane xn+1 = 0.

PROOF. We note that en+1x = −xen+1 for all x ∈ Rn. Thus, for a product of
vectors d ∈ Cℓ(n) we have en+1d̄ = d∗en+1. Then

cen+1d̄+ dēn+1c̄ = (cd∗ − dc∗)en+1 = (cd∗ − (cd∗)∗)en+1 = 0,

due to the Ahlfors condition I.16.4.ii. Similarly, aen+1b̄ + bēn+1ā = 0 and aen+1d̄ +
bēn+1c̄ = (ad∗ − bc∗)en+1 = δen+1.

The image MCM∗ of the cycle C = (0, l, 0) is (cld̄ + dl̄c̄,ald̄ + bl̄c̄,alb̄ + bl̄a).
From the above calculations for l = x + ren+1 it becomes (cxd̄ + dx̄c̄,axd̄ + bx̄c̄ +
δren+1,axb̄+ bx̄ā). The rest of statement is verified by the substitution. □

Thus, we have exactly the same freedom to choose representing horocycles as in
Section I.16.4: make two consecutive horocycles either tangent or orthogonal. To visu-
alise this, we may use the two-dimensional plane V passing the points of contacts of
two consecutive horocycles and orthogonal to xn+1 = 0. It is natural to choose the
connecting cycle (drawn in blue on Fig. I.16.2) with the centre belonging to V , this
eliminates excessive degrees of freedom. The corresponding parameters are described
in the second part of Lem. I.16.7. Then, the intersection of horocycles with V are the
same as on Fig. I.16.2.



216 I.16. CONTINUED FRACTIONS, MÖBIUS TRANSFORMATIONS AND CYCLES

Thus, the continued fraction with the partial quotients PnQ̄n

|Qn|
2 ∈ Rn can be repres-

ented by the chain of tangent/orthogonal horocycles. The observation made at the end
of Section I.16.4 on computational advantage of orthogonal horocycles remains valid
in multidimensional situation as well.

As a further alternative we may shift the focus from horocycles to the connect-
ing cycle (drawn in blue on Fig. I.16.2). The part of the space Rn encloses inside the
connecting cycle is the image under the corresponding Möbius transformation of the
half-space of Rn cut by the hyperplane (0, l, 0) from Lem. I.16.7. Assume a sequence
of connecting cycles Cj satisfies the following two conditions, e.g. in Seidel–Stern-type
theorem [28, Thm 4.1]:

i. for any j, the cycle Cj is enclosed within the cycle Cj−1;
ii. the sequence of radii of Cj tends to zero.

Under the above assumption the sequence of partial fractions converges. Furthermore,
if we use the connecting cycles in the third arrangement, that is generated by the cycle
(0, x+en+1, 0), where ∥x∥ = 1, x ∈ Rn, then the above second condition can be replaced
by following

(2 ′) the sequence of x(j)n+1 of (n+1)-th coordinates of the centres of the connecting
cycles Cj tends to zero.

Thus, the sequence of connecting cycles is a useful tool to describe a continued fraction
even without a relation to horocycles.

Summing up, we started from multidimensional continued fractions defined through
the composition of Möbius transformations in Clifford algebras and associated to it
the respective chain of horocycles. This establishes the equivalence of two approaches
proposed in [22] and [28] respectively.

.
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LECTURE II.1

Elements of the Representation Theory

II.1.1. Representations of Groups

Objects unveil their nature in actions. Groups act on other sets by means of rep-
resentations. A representation of a group G is a group homomorphism of G in a trans-
formation group of a set. It is a fundamental observation that linear objects are easer to
study. Therefore we begin from linear representations of groups.

DEFINITION II.1.1. A linear continuous representation of a group G is a continu-
ous function T(g) on G with values in the group of non-degenerate linear continuous
transformation in a linear space H (either finite or infinite dimensional) such that T(g)
satisfies to the functional identity:

(II.1.1) T(g1g2) = T(g1) T(g2).

REMARK II.1.2. If we have a representation of a group G by its action on a set X
we can use the following linearization procedure. Let us consider a linear space L(X)
of functions X → C which may be restricted by some additional requirements (e.g.
integrability, boundedness, continuity, etc.). There is a natural representation of G on
L(X) which produced by its action on X:

(II.1.2) g : f(x) 7→ ρgf(x) = f(g
−1 · x), where g ∈ G, x ∈ X.

Clearly this representation is already linear. However in many practical cases the for-
mula for linearization (II.1.2) has some additional terms which are required to make it,
for example, unitary.

EXERCISE II.1.3. Show that T(g−1) = T−1(g) and T(e) = I, where I is the identity
operator on H.

EXERCISE II.1.4. Show that these are linear continuous representations of corres-
ponding groups:

i. Operators T(x) such that [T(x) f](t) = f(t + x) form a representation of R in
L2(R).

ii. Operators T(n) such that T(n)ak = ak+n form a representation of Z in ℓ2.
iii. Operators T(a,b) defined by

(II.1.3) [T(a,b) f](x) =
√
af(ax+ b), a ∈ R+, b ∈ R

form a representation of ax+ b group in L2(R).

219
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iv. Operators T(s, x,y) defined by

(II.1.4) [T(s, x,y) f](t) = ei(2s−
√
2yt+xy)f(t−

√
2x)

form Schrödinger representation of the Heisenberg group H1 in L2(R).
v. Operators T(g) defined by

(II.1.5) [T(g)f](t) =
1

ct+ d
f

(
at+ b

ct+ d

)
, where g−1 =

(
a b
c d

)
,

form a representation of SL2(R) in L2(R).

In the sequel a representation always means linear continuous representation. T(g)
is an exact representation (or faithful representation if T(g) = I only for g = e. The opposite
case when T(g) = I for all g ∈ G is a trivial representation. The space H is representation
space and in most cases will be a Hilber space [164, § III.5]. If dimensionality ofH is finite
then T is a finite dimensional representation, in the opposite case it is infinite dimensional
representation.

We denote the scalar product onH by ⟨·, ·⟩. Let {ej} be an (finite or infinite) orthonor-
mal basis in H, i.e.

⟨ej,ej⟩ = δjk,
where δjk is the Kroneker delta, and linear span of {ej} is dense in H.

DEFINITION II.1.5. The matrix elements tjk(g) of a representation T of a group G
(with respect to a basis {ej} in H) are complex valued functions on G defined by

(II.1.6) tjk(g) = ⟨T(g)ej,ek⟩ .
EXERCISE II.1.6. Show that [333, § 1.1.3]

i. T(g)ek =
∑
j tjk(g)ej.

ii. tjk(g1g2) =
∑
n tjn(g1) tnk(g2).

It is typical mathematical questions to determine identical objects which may have
a different appearance. For representations it is solved in the following definition.

DEFINITION II.1.7. Two representations T1 and T2 of the same group G in spaces
H1 and H2 correspondingly are equivalent representations if there exist a linear operator
A : H1 → H2 with the continuous inverse operator A−1 such that:

T2(g) = AT1(g)A
−1, ∀g ∈ G.

EXERCISE II.1.8. Show that representation T(a,b) of ax + b group in L2(R) from
Exercise II.1.4.iii is equivalent to the representation

(II.1.7) [T1(a,b) f](x) =
ei

b
a√
a
f
( x
a

)
.

HINT. Use the Fourier transform. □

The relation of equivalence is reflexive, symmetric, and transitive. Thus it splits the
set of all representations of a group G into classes of equivalent representations. In the
sequel we study group representations up to their equivalence classes only.
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EXERCISE II.1.9. Show that equivalent representations have the same matrix ele-
ments in appropriate basis.

DEFINITION II.1.10. Let T be a representation of a group G in a Hilbert space H
The adjoint representation T ′(g) of G in H is defined by

T ′(g) =
(
T(g−1)

)∗
,

where ∗ denotes the adjoint operator in H.

EXERCISE II.1.11. Show that
i. T ′ is indeed a representation.

ii. t ′jk(g) = t̄kj(g
−1).

Recall [164, § III.5.2] that a bijection U : H→ H is a unitary operator if

⟨Ux,Uy⟩ = ⟨x,y⟩ , ∀x,y ∈ H.
EXERCISE II.1.12. Show that UU∗ = I.

DEFINITION II.1.13. T is a unitary representation of a group G in a space H if T(g)
is a unitary operator for all g ∈ G. T1 and T2 are unitary equivalent representations if
T1 = UT2U

−1 for a unitary operator U.

EXERCISE II.1.14. i. Show that all representations from Exercises II.1.4 are
unitary.

ii. Show that representations from Exercises II.1.4.iii and II.1.8 are unitary equi-
valent.

HINT. Take that the Fourier transform is unitary for granted. □

EXERCISE II.1.15. Show that if a Lie groupG is represented by unitary operators in
H then its Lie algebra g is represented by selfadjoint (possibly unbounded) operators
in H.

The following definition have a sense for finite dimensional representations.

DEFINITION II.1.16. A character of representation T is equal χ(g) = tr(T(g)), where
tr is the trace [164, § III.5.2 (Probl.)] of operator.

EXERCISE II.1.17. Show that
i. Characters of a representation T are constant on the adjoint elements g−1hg,

for all g ∈ G.
ii. Character is an algebra homomorphism from an algebra of representations

with Kronecker’s (tensor) multiplication [333, § 1.9] to complex numbers.

HINT. Use that tr(AB) = tr(BA), tr(A+B) = trA+ trB, and tr(A⊗B) = trA trB.
□

For infinite dimensional representation characters can be defined either as distri-
butions [159, § 11.2] or in infinitesimal terms of Lie algebras [159, § 11.3].

The characters of a representation should not be confused with the following no-
tion.
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DEFINITION II.1.18. A character of a group G is a one-dimensional representation of
G.

EXERCISE II.1.19. i. Let χ be a character of a groupG. Show that a character
of representation χ coincides with it and thus is a character of G.

ii. A matrix element of a group character χ coincides with χ.
iii. Let χ1 and χ1 be characters of a group G. Show that χ1 ⊗ χ2 = χ1χ2 and

χ ′(g) = χ1(g−1) are again characters of G. In other words characters of a group
form a group themselves.

II.1.2. Decomposition of Representations

The important part of any mathematical theory is classification theorems on struc-
tural properties of objects. Very well known examples are:

i. The main theorem of arithmetic on unique representation an integer as a
product of powers of prime numbers.

ii. Jordan’s normal form of a matrix.
The similar structural results in the representation theory are very difficult. The easiest
(but still rather difficult) questions are on classification of unitary representations up
to unitary equivalence.

DEFINITION II.1.20. Let T be a representation of G in H. A linear subspace L ⊂ H
is invariant subspace for T if for any x ∈ L and any g ∈ G the vector T(g)x again belong
to L.

There are always two trivial invariant subspaces: the null space and entire H. All
other are non-trivial invariant subspaces.

DEFINITION II.1.21. If there are only two trivial invariant subspaces then T is irre-
ducible representation. Otherwise we have reducible representation.

For any non-trivial invariant subspace we can define the restriction of representation
of T on it. In this way we obtain a subrepresentation of T .

EXAMPLE II.1.22. Let T(a), a ∈ R+ be defined as follows: [T(a)]f(x) = f(ax). Then
spaces of even and odd functions are invariant.

DEFINITION II.1.23. If the closure of liner span of all vectors T(g)v is dense in H
then v is called cyclic vector for T .

EXERCISE II.1.24. Show that for an irreducible representation any non-zero vector
is cyclic.

The following important result of representation theory of compact groups is a
consequence of the Exercise I.2.33 and we state here it without a proof.

THEOREM II.1.25. [159, § 9.2]
i. Every topologically irreducible representation of a compact groupG is finite-dimensional

and unitarizable.
ii. If T1 and T2 are two inequivalent irreducible representations, then every matrix ele-

ment of T1 is orthogonal in L2(G) to every matrix element of T2.
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iii. For a compact group G its dual space Ĝ is discrete.

The important property of unitary representation is complete reducibility.

EXERCISE II.1.26. Let a unitary representation T has an invariant subspace L ⊂ H,
then its orthogonal completion L⊥ is also invariant.

DEFINITION II.1.27. A representation onH is called decomposable if there are two
non-trivial invariant subspaces H1 and H2 of H such that H = H1 ⊕H2.

If a representation is not decomposable then its primary.

THEOREM II.1.28. [159, § 8.4] Any unitary representation T of a locally compact groupG
can be decomposed in a (continuous) direct sum irreducible representations: T =

∫
X
Tx dµ(x).

The necessity of continuous sums appeared in very simple examples:

EXERCISE II.1.29. Let T be a representation of R in L2(R) as follows: [T(a)f](x) =
eiaxf(x). Show that

i. Any measurable set E ⊂ R define an invariant subspace of functions vanish-
ing outside E.

ii. T does not have invariant irreducible subrepresentations.

DEFINITION II.1.30. The set of equivalence classes of unitary irreducible represent-
ations of a group G is denoted by Ĝ and called dual object (or dual space) of the group
G.

DEFINITION II.1.31. A left regular representation Λ(g) of a group G is the represent-
ation by left shifts in the space L2(G) of square-integrable function on G with the left
Haar measure

(II.1.8) Λg : f(h) 7→ f(g−1h).

The main problem of representation theory is to decompose a left regular representation
Λ(g) into irreducible components.

II.1.3. Invariant Operators and Schur’s Lemma

It is a pleasant feature of an abstract theory that we obtain important general state-
ments from simple observations. Finiteness of invariant measure on a compact group
is one such example. Another example is Schur’s Lemma presented here.

To find different classes of representations we need to compare them each other.
This is done by intertwining operators.

DEFINITION II.1.32. Let T1 and T2 are representations of a group G in a spaces H1

and H2 correspondingly. An operator A : H1 → H2 is called an intertwining operator if

AT1(g) = T2(g)A, ∀g ∈ G.
If T1 = T2 = T then A is interntwinig operator or commuting operator for T .

EXERCISE II.1.33. Let G, H, T(g), and A be as above. Show the following: [333,
§ 1.3.1]
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i. Let x ∈ H be an eigenvector for Awith eigenvalue λ. Then T(g)x for all g ∈ G
are eigenvectors of Awith the same eigenvalue λ.

ii. All eigenvectors ofAwith a fixed eigenvalue λ for a linear subspace invariant
under all T(g), g ∈ G.

iii. If an operator A is commuting with irreducible representation T then A = λI.

HINT. Use the spectral decomposition of selfadjoint operators [164, § V.2.2]. □

The next result have very important applications.

LEMMA II.1.34 (Schur). [159, § 8.2] If two representations T1 and T2 of a group G are
irreducible, then every intertwining operator between them is either zero or invertible.

HINT. Consider subspaces kerA ⊂ H1 and imA ⊂ H2. □

EXERCISE II.1.35. Show that
i. Two irreducible representations are either equivalent or disjunctive.

ii. All operators commuting with an irreducible representation form a field.
iii. Irreducible representation of commutative group are one-dimensional.
iv. If T is unitary irreducible representation in H and B(·, ·) is a bounded semi

linear form in H invariant under T : B(T(g)x, T(g)y) = B(x,y) then B(·, ·) =
λ ⟨·, ·⟩.

HINT. Use that B(·, ·) = ⟨A·, ·⟩ for some A [164, § III.5.1]. □

II.1.4. Induced Representations

The general scheme of induced representations is as follows, see [105, Ch. 6; 159,
§ 13.2; 170, § 3.1; 321, Ch. 5] and subsection I.2.2.2. Let G be a group and let H be its
subgroup. Let X = G/H be the corresponding left homogeneous space and s : X → G
be a continuous function (section) [159, § 13.2] which is a right inverse to the natural
projection p : G→ G/H.

Then any g ∈ G has a unique decomposition of the form g = s(x)h−1 where
x = p(g) ∈ X and h ∈ H. We define the map r : G→ H:

(II.1.9) r(g) = s(x)−1g, where x = p(g).

Note that X is a left homogeneous space with the G-action defined in terms of p and s
as follows, see Ex. I.2.22:

(II.1.10) g : x 7→ g · x = p(g ∗ s(x)),
where ∗ is the multiplication on G. A useful consequences of the above formulae is:

s(x) = g ∗ s(y) ∗ (r(g ∗ s(y)))−1,(II.1.11)

r(g−1 ∗ s(x)) = r(g ∗ s(y)), where y = g−1 · x for x,y ∈ X and g ∈ G.(II.1.12)

Let χ : H→ B(V) be a linear representation ofH in a vector space V , e.g. by unitary
rotations in the algebra of either complex, dual or double numbers. Then χ induces a
linear representation of G, which is known as induced representation in the sense of
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Mackey [159, § 13.2]. This representation has the canonical realisation ρ in a space of
V-valued functions on X. It is given by the formula (cf. [159, § 13.2.(7)–(9)]):

(II.1.13) [ρχ(g)f](x) = χ(r(g
−1 ∗ s(x))) f(g−1 · x),

where g ∈ G, x ∈ X, h ∈ H and r : G→ H, s : X→ G are maps defined above; ∗ denotes
multiplication on G and · denotes the action (II.1.10) of G on X from the left.

In the case of complex numbers this representation automatically becomes unitary
in the space L2(X) of the functions square integrable with respect to a measure dµ if
instead of the representation χ one uses the following substitute:

(II.1.14) χ0(h) = χ(h)

(
dµ(h · x)
dµ(x)

) 1
2

.

However in our study the unitarity of representations or its proper replacements is a
more subtle issue and we will consider it separately.

An alternative construction of induced representations is realised on the space of
functions on Gwhich have the following property:

(II.1.15) F(gh) = χ(h)F(g), for all h ∈ H.
This space is invariant under the left shifts. The restriction of the left regular repres-
entation to this subspace is equivalent to the induced representation described above.

EXERCISE II.1.36. i. Write the intertwining operator for this equivalence.
ii. Define the corresponding inner product on the space of functions II.1.15 in

such a way that the above intertwining operator becomes unitary.

HINT. Use the map s : X→ G. □





LECTURE II.2

Wavelets on Groups and Square Integrable
Representations

A matured mathematical theory looks like a tree. There is a solid trunk which
supports all branches and leaves but could not be alive without them. In the case
of group approach to wavelets the trunk of the theory is a construction of wavelets
from a square integrable representation [38], [5, Chap. 8]. We begin from this trunk which
is a model for many different generalisations and will continue with some smaller
“generalising” branches later.

II.2.1. Wavelet Transform on Groups

Let G be a group with a left Haar measure dµ and let ρ be a unitary irreducible
representation of a group G by operators ρg, g ∈ G in a Hilbert space H.

DEFINITION II.2.1. Let us fix a vector w0 ∈ H. We call w0 ∈ H a vacuum vector or a
mother wavelet (other less-used names are ground state, fiducial vector, etc.). We will say
that set of vectors wg = ρ(g)w0, g ∈ G form a family of coherent states (wavelets).

EXERCISE II.2.2. If ρ is irreducible then wg, g ∈ G is a total set in H, i.e. the linear
span of these vectors is dense in H.

The wavelet transform can be defined as a mapping from H to a space of functions
over G via its representational coefficients (also known as matrix coefficients):

(II.2.1) W : v 7→ v̂(g) =
〈
ρ(g−1)v,w0

〉
= ⟨v, ρ(g)w0⟩ = ⟨v,wg⟩ .

EXERCISE II.2.3. Show that the wavelet transform W is a continuous linear map-
ping and the image of a vector is a bounded continuous function onG. The liner space
of all such images is denoted byW(G).

EXERCISE II.2.4. Let a Hilbert space H has a basis ej, j ∈ Z and a unitary repres-
entation ρ of G = Z defined by ρ(k)ej = ej+k. Write a formula for wavelet transform
with w0 = e0 and characteriseW(Z).

ANSWER. v̂(n) = ⟨v, en⟩. □

EXERCISE II.2.5. Let G be ax+ b group and ρ is given by (cf. (II.1.3)):

(II.2.2) [T(a,b) f](x) =
1√
a
f

(
x− b

a

)
,

in L2(R). Show that

227
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i. The representation is reducible and describe its irreducible components.
ii. for w0(x) =

1
2πi(x+i) coherent states are v(a,b)(x) =

√
a

2πi(x−(b−ia)) .
iii. Wavelet transform is given by

v̂(a,b) =

√
a

2πi

∫
R

v(x)

x− (b+ ia)
dx,

which resembles the Cauchy integral formula.
iv. Give a characteristic ofW(G).
v. Write the wavelet transform for the same representation of the group ax + b

and the Gaussian (or Gauss function)e−x
2/2 (see Fig. II.2.1) as a mother wave-

lets.

y

−2 −1 0 1 2
x

e−x2/2

1

FIGURE II.2.1. The Gaussian function e−x
2/2.

PROPOSITION II.2.6. The wavelet transform W intertwines ρ and the left regular repres-
entation Λ (II.1.8) of G:

Wρ(g) = Λ(g)W.

PROOF. We have:

[W(ρ(g)v)](h) =
〈
ρ(h−1)ρ(g)v,w0

〉
=

〈
ρ((g−1h)−1)v,w0

〉
= [Wv](g−1h)

= [Λ(g)Wv](h).

□

COROLLARY II.2.7. The function spaceW(G) is invariant under the representation Λ of
G.

Wavelet transform maps vectors of H to functions on G. We can consider a map in
the opposite direction sends a function on G to a vector in H.
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DEFINITION II.2.8. The inverse wavelet transform Mw′
0

associated with a vectorw ′
0 ∈

Hmaps L1(G) to H and is given by the formula:

Mw′
0
: L1(G)→ H : v̂(g) 7→M[v̂(g)] =

∫
G

v̂(g)w ′
g dµ(g)

=

∫
G

v̂(g)ρ(g)dµ(g)w ′
0,(II.2.3)

where in the last formula the integral express an operator acting on vector w ′
0.

EXERCISE II.2.9. Write inverse wavelet transforms for Exercises II.2.4 and II.2.5.

ANSWER. i. For Exercises II.2.4: v =
∑∞

−∞ v̂(n)en.
ii. For Exercises II.2.5:

v(x) =
1

2πi

∫
R2

+

v̂(a,b)

x− (b− ia)

dadb

a
3
2

.

□

LEMMA II.2.10. If the wavelet transform W and inverse wavelet transform M are defined
by the same vector w0 then they are adjoint operators: W∗ = M.

PROOF. We have:

⟨Mv̂,wg⟩ =

〈∫
G

v̂(g ′)wg′ dµ(g ′),wg

〉
=

∫
G

v̂(g ′) ⟨wg′ ,wg⟩ dµ(g ′)

=

∫
G

v̂(g ′)⟨wg,wg′⟩dµ(g ′)

= ⟨v̂,Wwg⟩ ,
where the scalar product in the first line is on H and in the last line is on L2(G). Now
the result follows from the totality of coherent states wg in H. □

PROPOSITION II.2.11. The inverse wavelet transform M intertwines the representation
Λ (II.1.8) on L2(G) and ρ on H:

MΛ(g) = ρ(g)M.

PROOF. We have:

M[Λ(g)v̂(h)] = M[v̂(g−1h)]

=

∫
G

v̂(g−1h)wh dµ(h)

=

∫
G

v̂(h ′)w ′
gh′ dµ(h ′)

= ρ(g)

∫
G

v̂(h ′)w ′
h′ dµ(h ′)

= ρ(g)M[v̂(h ′)],

where h ′ = g−1h. □
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COROLLARY II.2.12. The image M(L1(G)) ⊂ H of subspace under the inverse wavelet
transform M is invariant under the representation ρ.

An important particular case of such an invariant subspace is Gårding space.

DEFINITION II.2.13. Let C0∞(G) be the space of infinitely differentiable functions
with compact supports. Then for the given representation ρ in H the Gårding space
G(ρ) ⊂ H is the image of C0∞(G) under the inverse wavelet transform with all possible
reconstruction vectors:

G(ρ) = {Mwϕ | w ∈ H,ϕ ∈ C0∞(G)}.

COROLLARY II.2.14. The Gårding space is invariant under the derived representation
dρ.

The following proposition explain the usage of the name “inverse” (not “adjoint”
as it could be expected from Lemma II.2.10) for M.

THEOREM II.2.15. The operator

(II.2.4) P = MW : H→ H

maps H into its linear subspace for which w ′
0 is cyclic. Particularly if ρ is an irreducible

representation then P is cI for some constant c depending from w0 and w ′
0.

PROOF. It follows from Propositions II.6.27 and II.2.11 that operator MW : H →
H intertwines ρ with itself. Then Corollaries II.6.28 and II.6.31 imply that the image
MW is a ρ-invariant subspace of H containing w0. From irreducibility of ρ by Schur’s
Lemma [159, § 8.2] one concludes that MW = cI on C for a constant c ∈ C. □

REMARK II.2.16. From Exercises II.2.4 and II.2.9 it follows that irreducibility of ρ
is not necessary for MW = cI, it is sufficient that w0 and w ′

0 are cyclic only.

We have similarly

THEOREM II.2.17. Operator WM is up to a complex multiplier a projection of L1(G) to
W(G).

II.2.2. Square Integrable Representations

So far our consideration of wavelets was mainly algebraic. Usually in analysis
we wish that the wavelet transform can preserve an analytic structure, e.g. values of
scalar product in Hilbert spaces. This accomplished if a representation ρ possesses the
following property.

DEFINITION II.2.18. [159, § 9.3] Let a group G with a left Haar measure dµ have a
unitary representation ρ : G → L(H). A vector w ∈ H is called admissible vector if the
function ŵ(g) = ⟨ρ(g)w,w⟩ is non-void and square integrable onGwith respect to dµ:

(II.2.5) 0 < c2 =

∫
G

⟨ρ(g)w,w⟩ ⟨w, ρ(g)w⟩ dµ(g) <∞.

If an admissible vector exists then ρ is a square integrable representation.
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Square integrable representations of groups have many interesting properties (see
[85, § 14] for unimodular groups and [87], [5, Chap. 8] for not unimodular general-
isation) which are crucial in the construction of wavelets. For example, for a square
integrable representation all functions ⟨ρ(g)v1, v2⟩ with an admissible vector v1 and
any v2 ∈ H are square integrable on G; such representation belong to dicrete series; etc.

EXERCISE II.2.19. Show that
i. Admissible vectors form a linear space.

ii. For an irreducible ρ the set of admissible vectors is dense in H or empty.

HINT. The set of all admissible vectors is an ρ-invariant subspace of H. □

EXERCISE II.2.20. i. Find a condition for a vector to be admissible for the
representation (II.2.2) (and therefore the representation is square integrable).

ii. Show that w0(x) =
1

2πi(x+i) is admissible for ax+ b group.

iii. Show that the Gaussian e−x
2

is not admissible for ax+ b group.

For an admissible vector wwe take its normalisation w0 = ∥w∥
c
w to obtain:

(II.2.6)
∫
G

|⟨ρ(g)w0,w0⟩|2 dµ(g) = ∥w0∥2 .

Such a w0 as a vacuum state produces many useful properties.

PROPOSITION II.2.21. If both wavelet transform W and inverse wavelet transform M for
an irreducible square integrable representation ρ are defined by the same admissible vector w0

then the following three statements are equivalent:
i. w0 satisfy (II.2.6);

ii. MW = I;
iii. for any vectors v1, v2 ∈ H:

(II.2.7) ⟨v1, v2⟩ =
∫
G

v̂1(g)v̂2(g)dµ(g).

PROOF. We already knew that MW = cI for a constant c ∈ C. Then (II.2.6) exactly
says that c = 1. Because W and M are adjoint operators it follows from MW = I on H
that:

⟨v1, v2⟩ = ⟨MWv1, v2⟩ = ⟨Wv1,M∗v2⟩ = ⟨Wv1,Wv2⟩ ,
which is exactly the isometry of W (II.2.7). Finally condition (II.2.6) is a partticular
case of general isometry of W for vector w0. □

EXERCISE II.2.22. Write the isometry conditions (II.2.7) for wavelet transforms for
Z and ax+ b groups (Exercises II.2.4 and II.2.5).

Wavelets from square integrable representation closely related to the following
notion:
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DEFINITION II.2.23. A reproducing kernel on a set X with a measure is a function
K(x,y) such that:

K(x, x) > 0, ∀x ∈ X,(II.2.8)

K(x,y) = K(y, x),(II.2.9)

K(x, z) =

∫
X

K(x,y)K(y, z)dy.(II.2.10)

PROPOSITION II.2.24. The image W(G) of the wavelet transform W has a reproducing
kernel K(g,g ′) = ⟨wg,wg′⟩. The reproducing formula is in fact a convolution:

v̂(g ′) =

∫
G

K(g ′,g)v̂(g)dµ(g)

=

∫
G

ŵ0(g
−1g ′)v̂(g)dµ(g)(II.2.11)

with a wavelet transform of the vacuum vector ŵ0(g) = ⟨w0, ρ(g)w0⟩.
PROOF. Again we have a simple application of the previous formulas:

v̂(g ′) =
〈
ρ(g ′−1)v,w0

〉
=

∫
G

〈
ρ(h−1)ρ(g ′−1)v,w0

〉
⟨ρ(h−1)w0,w0⟩dµ(h)(II.2.12)

=

∫
G

〈
ρ((g ′h)−1)v,w0

〉
⟨ρ(h)w0,w0⟩ dµ(h)

=

∫
G

v̂(g ′h) ŵ0(h
−1)dµ(h)

=

∫
G

v̂(g) ŵ0(g
−1g ′)dµ(g),

where transformation (II.2.12) is due to (II.2.7). □

EXERCISE II.2.25. Write reproducing kernels for wavelet transforms for Z and ax+
b groups (Exercises II.2.4 and II.2.5.

EXERCISE∗ II.2.26. Operator (II.2.11) of convolution with ŵ0 is an orthogonal pro-
jection of L2(G) ontoW(G).

HINT. Use that an left invariant subspace of L2(G) is in fact an right ideal in con-
volution algebra, see Lemma I.2.36. □

REMARK II.2.27. To possess a reproducing kernel—is a well-known property of
spaces of analytic functions. The space W(G) shares also another important property
of analytic functions: it belongs to a kernel of a certain first order differential operator
with Clifford coefficients (the Dirac operator) and a second order operator with scalar
coefficients (the Laplace operator) [15, 170, 172, 223], which we will consider that later
too.
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We consider only fundamentals of the wavelet construction here. There are much
results which can be stated in an abstract level. To avoid repetition we will formulate
it later on together with an interesting examples of applications.

The construction of wavelets from square integrable representations is general and
straightforward. However we can not use it everywhere we may wish:

i. Some important representations are not square integrable.
ii. Some groups, e.g. Hn, do not have square representations at all.

iii. Even if representation is square integrable, some important vacuum vectors
are not admissible, e.g. the Gaussian e−x

2
in II.2.20.iii.

iv. Sometimes we are interested in Banach spaces, while unitary square integ-
rable representations are acting only on Hilbert spaces.

To be vivid the trunk of the wavelets theory should split into several branches
adopted to particular cases and we describe some of them in the next lectures.

II.2.3. Fundamentals of Wavelets on Homogeneous Spaces

Let G be a group and H be its closed normal subgroup. Let X = G/H be the
corresponding homogeneous space with a left invariant measure dµ. Let s : X→ G be
a Borel section in the principal bundle of the natural projection p : G→ G/H. Let ρ be
a continuous representation of a group G by invertible unitary operators ρ(g), g ∈ G
in a Hilbert space H.

For any g ∈ G there is a unique decomposition of the form g = s(x)h, h ∈ H,
x = p(g) ∈ X. We will define r : G → H : r(g) = h = (s(p(g)))−1g from the previous
equality. Then there is a geometric action of G on X→ X defined as follows

g : x 7→ g−1 · x = p(g−1s(x)).

EXAMPLE II.2.28. As a subgroup H we select now the center of Hn consisting of
elements (t, 0). Of course X = G/H isomorphic to Cn and mapping s : Cn → G
simply is defined as s(z) = (0, z). The Haar measure on Hn coincides with the standard
Lebesgue measure on R2n+1 [321, § 1.1] thus the invariant measure on X also coincides
with the Lebesgue measure on Cn. Note also that composition law p(g · s(z)) reduces
to Euclidean shifts on Cn. We also find p((s(z1))−1 · s(z2)) = z2 − z1 and r((s(z1))−1 ·
s(z2)) =

1
2ℑz̄1z2.

Let ρ : G → L(V) be a unitary representation of the group G by operators in a
Hilbert space V .

DEFINITION II.2.29. Let G, H, X = G/H, s : X→ G, ρ : G→ L(V) be as above. We
say that w0 ∈ H is a vacuum vector if it satisfies to the following two conditions:

ρ(h)w0 = χ(h)w0, χ(h) ∈ C, for all h ∈ H;(II.2.13) ∫
X

|⟨w0, ρ(s(x))w0⟩|2 dx = ∥w0∥2 .(II.2.14)

We will say that set of vectors wx = ρ(x)w0, x ∈ X form a family of coherent states.

Note that mapping h→ χ(h) from (II.2.13) defines a character of the subgroup H.
The condition (II.2.14) can be easily achieved by a renormalisation w0 as soon as we
sure that the integral in the left hand side is finite and non-zero.
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CONVENTION II.2.30. In that follow we will usually write x ∈ X and x−1 ∈ X
instead of s(x) ∈ G and s(x)−1 ∈ G correspondingly. The right meaning of “x” can be
easily found from the context (whether an element of X or G is expected there).

EXAMPLE II.2.31. As a “vacuum vector” we will select the original vacuum vector
of quantum mechanics—the Gauss function w0(q) = e−q

2/2 (see Figure II.2.1), which
belongs to all L2(Rn). Its transformations are defined as follow:

wg(q) = [ρ(s,z)w0](q) = ei(2s−
√
2xq+xy) e−(q−

√
2y)

2
/2

= e2is−(x2+y2)/2e((x+iy)
2−q2)/2−

√
2i(x+iy)q

= e2is−zz̄/2e(z
2−q2)/2−

√
2izq.

Particularly [ρ(t,0)w0](q) = e
−2itw0(q), i.e., it really is a vacuum vector in the sense of

our definition with respect to H.

EXERCISE II.2.32. Check the square integrability condition (II.2.14) for w0(q) =

e−q
2/2.

The wavelet transform (similarly to the group case) can be defined as a mapping
from V to a space of bounded continuous functions over G via representational coeffi-
cients

v 7→ v̂(g) =
〈
ρ(g−1)v,w0

〉
= ⟨v, ρ(g)w0⟩ .

Due to (II.2.13) such functions have simple transformation properties along H-orbits:

v̂(gh) = ⟨v, ρ(gh)w0⟩
= ⟨v, ρ(g)ρ(h)w0⟩
= ⟨v, ρ(g)χ(h)w0⟩
= χ̄(h) ⟨v, ρ(g)w0⟩
= χ̄(h)v̂(g), where g ∈ G,h ∈ H.

Thus the wavelet transform is completely defined by its values indexed by points of
X = G/H. Therefore we prefer to consider so called induced wavelet transform.

REMARK II.2.33. In the earlier papers [170], [173] we use name reduced wavelet
transform since it produces functions on a homogeneous space rather than the entire
group. From now on we prefer the name induced wavelet transform due to its explicit
connection with induced representations.

DEFINITION II.2.34. The induced wavelet transform W from a Hilbert space H to a
space of functionW(X) on a homogeneous space X = G/H defined by a representation
ρ of G on H, a vacuum vector w0 is given by the formula

(II.2.15) W : H→W(X) : v 7→ v̂(x) = [Wv](x) =
〈
ρ(x−1)v,w0

〉
= ⟨v, ρ(x)w0⟩ .



II.2.3. FUNDAMENTALS OF WAVELETS ON HOMOGENEOUS SPACES 235

EXAMPLE II.2.35. The transformation (II.2.15) with the kernel [ρ(0,z)w0](q) is an
embedding L2(Rn)→ L2(Cn) and is given by the formula

f̂(z) =
〈
f, ρs(z)f0

〉
= π−n/4

∫
Rn

f(q) e−zz̄/2 e−(z2+q2)/2+
√
2zq dq

= e−zz̄/2π−n/4
∫
Rn

f(q) e−(z2+q2)/2+
√
2zq dq.(II.2.16)

Then f̂(g) belongs to L2(Cn,dg) or its preferably to say that function f̆(z) = ezz̄/2f̂(t0, z)
belongs to space L2(Cn, e−|z|2dg) because f̆(z) is analytic in z. Such functions form the
Segal-Bargmann space F2(Cn, e−|z|2dg) of functions [17, 301], which are analytic by z
and square-integrable with respect to the Gaussian measure Gauss measure e−|z|2dz.
We use notation W̆ for the mapping v 7→ v̆(z) = ezz̄/2Wv. Analyticity of f̆(z) is equi-
valent to the condition ( ∂

∂z̄j
+ 1

2zjI)f̂(z) = 0. The integral in (II.2.16) is the well-known
Segal-Bargmann transform [17, 301].

EXERCISE II.2.36. Check that w̆0(z) = 1 for the vacuum vector w0(q) = e
−q2/2.

There is a natural representation of G in W(X). It can be obtained if we first lift
functions from X to G, apply the left regular representation Λ and then pul them back
to X. The result defines a representation λ(g) :W(X)→W(X) as follow

(II.2.17) [λ(g)f](x) = χ̄(r(g−1 · x))f(g−1 · x).
We recall that χ(h) is a character of H defined in (II.2.13) by the vacuum vector w0. Of
course, for the case of trivial H = {e} (II.2.17) becomes the left regular representation
Λ(g) of G.

PROPOSITION II.2.37. The induced wavelet transform W intertwines ρ and the repres-
entation λ (II.2.17) onW(X):

Wρ(g) = λ(g)W.

PROOF. We have with obvious adjustments in comparison with Proposition II.6.27:

[W(ρ(g)v)](x) = ⟨ρ(g)v, ρ(x)w0⟩
=

〈
v, ρ(g−1s(x))w0

〉
=

〈
v, ρ(s(g−1 · x))ρ(r(g−1 · x))w0

〉
=

〈
v, ρ(s(g−1 · x))χ(r(g−1 · x))w0

〉
= χ̄(r(g−1 · x))

〈
v, ρ(s(g−1 · x))w0

〉
= χ̄(r(g−1 · x))[Wv](g−1x)

= λ(g)[Wv](x).

□

COROLLARY II.2.38. The function space W(X) is invariant under the representation λ
of G.
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EXAMPLE II.2.39. Integral transformation (II.2.16) intertwines the Schrödinger rep-
resentation (II.1.4) with the following realisation of representation (II.2.17):

λ(s, z)f̂(u) = f̂0(z
−1 · u)χ̄(s+ r(z−1 · u))

= f̂0(u− z)eis+iℑ(z̄u)(II.2.18)

EXERCISE II.2.40. i. Using relation W̆ = e−|z|2/2W derive from above that
W̆ intertwines the Schrödinger representation with the following:

λ̆(s, z)f̆(u) = f̆0(u− z)e2is−z̄u−|z|2/2.

ii. Show that infinitesimal generators of representation λ̆ are:

∂λ̆(s, 0, 0) = iI, ∂λ̆(0, x, 0) = −∂u − uI, ∂λ̆(0, 0,y) = i(−∂z + zI)

We again introduce a transform adjoint to W.

DEFINITION II.2.41. The inverse wavelet transform M from W(X) to H is given by
the formula:

M :W(X)→ H : v̂(x) 7→M[v̂(x)] =

∫
X

v̂(x)wx dµ(x)

=

∫
X

v̂(x)ρ(x)dµ(x)w0.(II.2.19)

PROPOSITION II.2.42. The inverse wavelet transform M intertwines the representation
λ onW(X) and ρ on H:

Mλ(g) = ρ(g)M.

PROOF. We have:

M[λ(g)v̂(x)] = M[χ(r(g−1 · x))v̂(g−1 · x)]

=

∫
X

χ(r(g−1 · x))v̂(g−1 · x)wx dµ(x)

= χ(r(g−1 · x))
∫
X

v̂(x ′)wg·x′ dµ(x ′)

= ρg

∫
X

v̂(x ′)wx′ dµ(x ′)

= ρgM[v̂(x ′)],

where x ′ = g−1 · x. □

COROLLARY II.2.43. The image M(W(X)) ⊂ H of subspace W(X) under the inverse
wavelet transform M is invariant under the representation ρ.
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EXAMPLE II.2.44. Inverse transformation to (II.2.16) is given by a realisation of (II.2.19):

f(q) =

∫
Cn

f̂(z)fs(z)(q)dz

=

∫
Cn

f̂(x,y)eiy(x−
√
2y) e−(q−

√
2y)

2
/2 dxdy(II.2.20)

=

∫
Cn

f̆(z)e−(z̄2+q2)/2+
√
2z̄q e−|z|2 dz.

The transformation (II.2.20) intertwines the representations (II.2.18) and the Schrödinger
representation (II.1.4) of the Heisenberg group.

The following proposition explain the usage of the name for M.

THEOREM II.2.45. The operator

(II.2.21) P = MW : H→ H

is a projection of H to its linear subspace for which w0 is cyclic. Particularly if ρ is an irredu-
cible representation then the inverse wavelet transform M is a left inverse operator on H for
the wavelet transform W:

MW = I.

PROOF. It follows from Propositions II.2.37 and II.2.42 that operator MW : H→ H
intertwines ρwith itself. Then Corollaries II.2.38 and II.2.43 imply that the image MW

is a ρ-invariant subspace of H containing w0. Because of MWw0 = w0 we conclude
that MW is a projection.

From irreducibility of ρ by Schur’s Lemma [159, § 8.2] one concludes that MW = cI
on H for a constant c ∈ C. Particularly

MWw0 =

∫
X

〈
ρ(x−1)w0,w0

〉
ρ(x)w0 dµ(x) = cw0.

From the condition (II.2.14) it follows that ⟨cw0,w0⟩ = ⟨MWw0,w0⟩ = ⟨w0,w0⟩ and
therefore c = 1. □

We have similar

THEOREM II.2.46. Operator WM is a projection of L1(X) toW(X).

COROLLARY II.2.47. In the space W(X) the strong convergence implies point-wise con-
vergence.

PROOF. From the definition of the wavelet transform:∣∣∣f̂(x)∣∣∣ = |⟨f, ρ(x)w0⟩| ⩽ ∥f∥ ∥w0∥ .

Since the wavelet transform is an isometry we conclude that
∣∣∣f̂(x)∣∣∣ ⩽ c ∥f∥ for c =

∥w0∥, which implies the assertion about two types of convergence. □
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EXAMPLE II.2.48. The corresponding operator for the Segal-Bargmann space P (II.2.21)
is an identity operator L2(Rn)→ L2(Rn) and (II.2.21) gives an integral presentation of
the Dirac delta.

While the orthoprojection L2(Cn, e−|z|2dg) → F2(Cn, e−|z|2dg) is of a separate in-
terest and is a principal ingredient in Berezin quantization [35, 67]. We can easy find
its kernel from (II.2.24). Indeed, f̂0(z) = e−|z|2 , then the kernel is

K(z,w) = f̂0(z
−1 ·w)χ̄(r(z−1 ·w))

= f̂0(w− z)eiℑ(z̄w)

= exp

(
1

2
(− |w− z|2 +wz̄− zw̄)

)
= exp

(
1

2
(− |z|2 − |w|2) +wz̄

)
.

To receive the reproducing kernel for functions f̆(z) = e|z|
2

f̂(z) in the Segal-Bargmann
space we should multiply K(z,w) by e(−|z|2+|w|

2)/2 which gives the standard reprodu-
cing kernel = exp(− |z|2 +wz̄) [17, (1.10)].

We denote by W∗ :W∗(X)→ H and M∗ : H→W∗(X) the adjoint (in the standard
sense) operators to W and M respectively.

COROLLARY II.2.49. We have the following identity:

(II.2.22) ⟨Wv,M∗l⟩W(X) = ⟨v, l⟩H , ∀v, l ∈ H,
or equivalently

(II.2.23)
∫
X

〈
ρ(x−1)v,w0

〉
⟨ρ(x)w0, l⟩ dµ(x) = ⟨v, l⟩ .

PROOF. We show the equality in the first form (II.2.23) (but we will apply it often
in the second one):

⟨Wv,M∗l⟩W(X) = ⟨MWv, l⟩H = ⟨v, l⟩H .

□

COROLLARY II.2.50. The spaceW(X) has the reproducing formula

(II.2.24) v̂(y) =

∫
X

v̂(x) b̂0(x
−1 · y)dµ(x),

where b̂0(y) = [Ww0](y) is the wavelet transform of the vacuum vector w0.
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PROOF. Again we have a simple application of the previous formulas:

v̂(y) =
〈
ρ(y−1)v,w0

〉
=

∫
X

〈
ρ(x−1)ρ(y−1)v,w0

〉
⟨ρ(x)w0,w0⟩ dµ(x)(II.2.25)

=

∫
X

〈
ρ(s(y · x)−1)v,w0

〉
⟨ρ(x)w0,w0⟩ dµ(x)

=

∫
X

v̂(y · x) b̂0(x−1)dµ(x)

=

∫
X

v̂(x) b̂0(x
−1y)dµ(x),

where transformation (II.2.25) is due to (II.2.23). □





LECTURE II.3

Hypercomplex Linear Representations

A consideration of the symmetries in analysis is natural to start from linear repres-
entations. The previous geometrical actions (I.1.1) can be naturally extended to such
representations by induction [159, § 13.2; 170, § 3.1] from a representation of a sub-
group H. If H is one-dimensional then its irreducible representation is a character,
which is always supposed to be a complex valued. However, hypercomplex numbers
naturally appeared in the SL2(R) action (I.1.1), see Subsection I.3.3.4 and [194], why
shall we admit only i2 = −1 to deliver a character then?

II.3.1. Hypercomplex Characters

As we already mentioned the typical discussion of induced representations of
SL2(R) is centred around the case H = K and a complex valued character of K. A
linear transformation defined by a matrix (I.3.8) in K is a rotation of R2 by the angle t.
After identification R2 = C this action is given by the multiplication eit, with i2 = −1.
The rotation preserve the (elliptic) metric given by:

(II.3.1) x2 + y2 = (x+ iy)(x− iy).

Therefore the orbits of rotations are circles, any line passing the origin (a “spoke”) is
rotated by the angle t, see Fig. II.3.1.

Dual and double numbers produces the most straightforward adaptation of this
result.

PROPOSITION II.3.1. The following table show correspondences between three types of
algebraic characters:

Elliptic Parabolic Hyperbolic

i2 = −1 ε2 = 0 j2 = 1
w = x+ iy w = x+ εy w = x+ jy
w̄ = x− iy w̄ = x− εy w̄ = x− jy

eit = cos t+ i sin t eεt = 1+ εt ejt = cosh t+ j sinh t

|w|2e = ww̄ = x2 + y2 |w|2p = ww̄ = x2 |w|2h = ww̄ = x2 − y2

argw = tan−1 y
x

argw = y
x

argw = tanh−1 y
x

unit circle |w|2e = 1 “unit” strip x = ±1 unit hyperbola |w|2h = 1

Geometrical action of multiplication by eιt is drawn in Fig. II.3.1 for all three cases.

241
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q

p

q

p

q

p

FIGURE II.3.1. Rotations of algebraic wheels, i.e. the multiplication
by eιt: elliptic (E), trivial parabolic (P0) and hyperbolic (H). All blue
orbits are defined by the identity x2 − ι2y2 = r2. Thin “spokes”
(straight lines from the origin to a point on the orbit) are “rotated”
from the real axis. This is symplectic linear transformations of the
classical phase space as well.

Explicitly parabolic rotations associated with eεt acts on dual numbers as follows:

(II.3.2) eεx : a+ εb 7→ a+ ε(ax+ b).

This links the parabolic case with the Galilean group [339] of symmetries of the classic
mechanics, with the absolute time disconnected from space.

The obvious algebraic similarity and the connection to classical kinematic is a wide
spread justification for the following viewpoint on the parabolic case, cf. [129, 339]:

• the parabolic trigonometric functions are trivial:

(II.3.3) cosp t = ±1, sinp t = t;

• the parabolic distance is independent from y if x ̸= 0:

(II.3.4) x2 = (x+ εy)(x− εy);

• the polar decomposition of a dual number is defined by [339, App. C(30’)]:

(II.3.5) u+ εv = u(1+ ε
v

u
), thus |u+ εv| = u, arg(u+ εv) =

v

u
;

• the parabolic wheel looks rectangular, see Fig. II.3.1.
Those algebraic analogies are quite explicit and widely accepted as an ultimate

source for parabolic trigonometry [129, 241, 339]. Moreover, those three rotations are
all non-isomorphic symplectic linear transformations of the phase space, which makes
them useful in the context of classical and quantum mechanics [196,199], see Chap. IV.1.
There exist also alternative characters [188] based on Möbius transformations with
geometric motivation and connections to equations of mathematical physics.

II.3.2. Induced Representations

Let G be a group, H be its closed subgroup with the corresponding homogeneous
space X = G/H with an invariant measure. We are using notations and definitions of
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maps p : G → X, s : X → G and r : G → H from Subsection ??. Let χ be an irreducible
representation of H in a vector space V , then it induces a representation of G in the
sense of Mackey [159, § 13.2]. This representation has the realisation ρχ in the space
L2(X) of V-valued functions by the formula [159, § 13.2.(7)–(9)]:

(II.3.6) [ρχ(g)f](x) = χ(r(g
−1 ∗ s(x)))f(g−1 · x),

where g ∈ G, x ∈ X, h ∈ H and r : G→ H, s : X→ G are maps defined above; ∗ denotes
multiplication on G and · denotes the action (II.1.10) of G on X.

Consider this scheme for representations of SL2(R) induced from characters of
its one-dimensional subgroups. We can notice that only the subgroup K requires a
complex valued character due to the fact of its compactness. For subgroups N ′ and
A′ we can consider characters of all three types—elliptic, parabolic and hyperbolic.
Therefore we have seven essentially different induced representations. We will write
explicitly only three of them here.

EXAMPLE II.3.2. Consider the subgroup H = K, due to its compactness we are
limited to complex valued characters of K only. All of them are of the form χk:

(II.3.7) χk

(
cos t sin t
− sin t cos t

)
= e−ikt, where k ∈ Z.

Using the explicit form (??) of the map swe find the map r given in (??) as follows:

r

(
a b
c d

)
=

1√
c2 + d2

(
d −c
c d

)
∈ K.

Therefore:

r(g−1 ∗ s(u, v)) = 1√
(cu+ d)2 + (cv)2

(
cu+ d −cv
cv cu+ d

)
, where g−1 =

(
a b
c d

)
.

Substituting this into (II.3.7) and combining with the Möbius transformation of the
domain (I.1.1) we get the explicit realisation ρk of the induced representation (II.3.6):

(II.3.8) ρk(g)f(w) =
|cw+ d|k

(cw+ d)k
f

(
aw+ b

cw+ d

)
, where g−1 =

(
a b
c d

)
, w = u+ iv.

This representation acts on complex valued functions in the upper half-plane R2
+ =

SL2(R)/K and belongs to the discrete series [240, § IX.2]. It is common to get rid of the
factor |cw+ d|k from that expression in order to keep analyticity:

(II.3.9) ρk(g)f(w) =
1

(cw+ d)k
f

(
aw+ b

cw+ d

)
, where g−1 =

(
a b
c d

)
, w = u+ iv.

We will often follow this practise for a convenience as well.

EXAMPLE II.3.3. In the case of the subgroup N there is a wider choice of possible
characters.

i. Traditionally only complex valued characters of the subgroup N are con-
sidered, they are:

(II.3.10) χCτ

(
1 0
t 1

)
= eiτt, where τ ∈ R.
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A direct calculation shows that:

r

(
a b
c d

)
=

(
1 0
c
d

1

)
∈ N ′.

Thus:

(II.3.11) r(g−1 ∗ s(u, v)) =
(

1 0
cv
d+cu 1

)
, where g−1 =

(
a b
c d

)
.

A substitution of this value into the character (II.3.10) together with the Möbius
transformation (I.1.1) we obtain the next realisation of (II.3.6):

ρCτ (g)f(w) = exp

(
i
τcv

cu+ d

)
f

(
aw+ b

cw+ d

)
, where w = u+ εv, g−1 =

(
a b
c d

)
.

The representation acts on the space of complex valued functions on the upper
half-plane R2

+, which is a subset of dual numbers as a homogeneous space
SL2(R)/N ′. The mixture of complex and dual numbers in the same expres-
sion is confusing.

ii. The parabolic character χτ with the algebraic flavour is provided by multi-
plication (II.3.2) with the dual number:

χτ

(
1 0
t 1

)
= eετt = 1+ ετt, where τ ∈ R.

If we substitute the value (II.3.11) into this character, then we receive the rep-
resentation:

ρτ(g)f(w) =

(
1+ ε

τcv

cu+ d

)
f

(
aw+ b

cw+ d

)
,

where w, τ and g are as above. The representation is defined on the space
of dual numbers valued functions on the upper half-plane of dual numbers.
Thus expression contains only dual numbers with their usual algebraic oper-
ations. Thus it is linear with respect to them.

All characters in the previous Example are unitary. Then the general scheme of
induced representations [159, § 13.2] implies their unitarity in proper senses.

THEOREM II.3.4 ([194]). Both representations of SL2(R) from Example II.3.3 are unitary
on the space of function on the upper half-plane R2

+ of dual numbers with the inner product:

(II.3.12) ⟨f1, f2⟩ =
∫
R2

+

f1(w)f̄2(w)
dudv

v2
, where w = u+ εv,

and we use the conjugation and multiplication of functions’ values in algebras of complex and
dual numbers for representations ρCτ and ρτ respectively.

The inner product (II.3.12) is positive defined for the representation ρCτ but is not
for the other. The respective spaces are parabolic cousins of the Krein spaces [12], which
are hyperbolic in our sense.
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II.3.3. Similarity and Correspondence: Ladder Operators

From the above observation we can deduce the following empirical principle,
which has a heuristic value.

PRINCIPLE II.3.5 (Similarity and correspondence). i. Subgroups K, N ′ and
A′ play a similar rôle in the structure of the group SL2(R) and its representa-
tions.

ii. The subgroups shall be swapped simultaneously with the respective replace-
ment of hypercomplex unit ι.

The first part of the Principle (similarity) does not look sound alone. It is enough
to mention that the subgroup K is compact (and thus its spectrum is discrete) while
two other subgroups are not. However in a conjunction with the second part (corres-
pondence) the Principle have received the following confirmations so far, see [194] for
details:

• The action of SL2(R) on the homogeneous space SL2(R)/H for H = K, N ′

or A′ is given by linear-fractional transformations of complex, dual or double
numbers respectively.
• Subgroups K, N ′ or A′ are isomorphic to the groups of unitary rotations of

respective unit cycles in complex, dual or double numbers.
• Representations induced from subgroups K, N ′ or A′ are unitary if the inner

product spaces of functions with values in complex, dual or double numbers.

REMARK II.3.6. The principle of similarity and correspondence resembles super-
symmetry between bosons and fermions in particle physics, but we have similarity
between three different types of entities in our case.

Let us give another illustration to the Principle. Consider the Lie algebra sl2 of the
group SL2(R). Pick up the following basis in sl2 [321, § 8.1]:

(II.3.13) A =
1

2

(
−1 0
0 1

)
, B =

1

2

(
0 1
1 0

)
, Z =

(
0 1
−1 0

)
.

The commutation relations between the elements are:

(II.3.14) [Z,A] = 2B, [Z,B] = −2A, [A,B] = −
1

2
Z.

Let ρ be a representation of the group SL2(R) in a space V . Consider the derived
representation dρ of the Lie algebra sl2 [240, § VI.1] and denote X̃ = dρ(X) for X ∈
sl2. To see the structure of the representation ρ we can decompose the space V into
eigenspaces of the operator X̃ for some X ∈ sl2, cf. the Taylor series in Section II.5.4.

EXAMPLE II.3.7. It would not be surprising that we are going to consider three
cases:

i. Let X = Z be a generator of the subgroup K (I.3.8). Since this is a compact
subgroup the corresponding eigenspaces Z̃vk = ikvk are parametrised by an
integer k ∈ Z. The raising/lowering or ladder operators L± [240, § VI.2; 321, § 8.2]
are defined by the following commutation relations:

(II.3.15) [Z̃,L±] = λ±L
±.
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In other words L± are eigenvectors for operators adZ of adjoint representation
of sl2 [240, § VI.2].

REMARK II.3.8. The existence of such ladder operators follows from the
general properties of Lie algebras if the element X ∈ sl2 belongs to a Cartan
subalgebra. This is the case for vectors Z and B, which are the only two non-
isomorphic types of Cartan subalgebras in sl2. However the third case con-
sidered in this paper, the parabolic vector B+Z/2, does not belong to a Cartan
subalgebra, yet a sort of ladder operators is still possible with dual number
coefficients. Moreover, for the hyperbolic vector B, besides the standard lad-
der operators an additional pair with double number coefficients will also be
described.

From the commutators (II.3.15) we deduce that L+vk are eigenvectors of
Z̃ as well:

Z̃(L+vk) = (L+Z̃+ λ+L
+)vk = L+(Z̃vk) + λ+L

+vk = ikL+vk + λ+L
+vk

= (ik+ λ+)L
+vk.

Thus action of ladder operators on respective eigenspaces can be visualised
by the diagram:

(II.3.16) . . .
L+ // Vik−λ
L−

oo
L+ // Vik
L−
oo

L+ // Vik+λ
L−
oo

L+ // . . .
L−
oo

Assuming L+ = aÃ+ bB̃+ cZ̃ from the relations (II.3.14) and defining condi-
tion (II.3.15) we obtain linear equations with unknown a, b and c:

c = 0, 2a = λ+b, −2b = λ+a.

The equations have a solution if and only if λ2++4 = 0, and the raising/lower-
ing operators are

(II.3.17) L± = ±iÃ+ B̃.

ii. Consider the case X = 2B of a generator of the subgroup A′ (I.3.10). The
subgroup is not compact and eigenvalues of the operator B̃ can be arbitrary,
however raising/lowering operators are still important [140, § II.1; 251, § 1.1].
We again seek a solution in the form L+h = aÃ + bB̃ + cZ̃ for the commutator
[2B̃,L+h] = λL

+
h. We will get the system:

4c = λa, b = 0, a = λc.

A solution exists if and only if λ2 = 4. There are obvious values λ = ±2 with
the ladder operators L±h = ±2Ã+ Z̃, see [140, § II.1; 251, § 1.1]. Each indecom-
posable sl2-module is formed by a one-dimensional chain of eigenvalues with
a transitive action of ladder operators.

Admitting double numbers we have an extra possibility to satisfy λ2 = 4
with values λ = ±2j. Then there is an additional pair of hyperbolic ladder op-
erators L±j = ±2jÃ+ Z̃, which shift eigenvectors in the “orthogonal” direction
to the standard operators L±h. Therefore an indecomposable sl2-module can
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be parametrised by a two-dimensional lattice of eigenvalues on the double
number plane, see Fig. II.3.2

. . .

L+j
��

. . .

L+j
��

. . .

L+j
��

. . .
L+h // V(n−2)+j(k−2)
L−h

oo
L+h //

L−j

OO

L+j

��

Vn+j(k−2)
L−h

oo
L+h//

L−j

OO

L+j

��

V(n+2)+j(k−2)
L−h

oo
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OO
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. . .
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FIGURE II.3.2. The action of hyperbolic ladder operators on a 2D lat-
tice of eigenspaces. Operators L±h move the eigenvalues by 2, making
shifts in the horizontal direction. Operators L±j change the eigenval-
ues by 2j, shown as vertical shifts.

iii. Finally consider the case of a generatorX = −B+Z/2 of the subgroupN ′ (I.3.11).
According to the above procedure we get the equations:

b+ 2c = λa, −a = λb,
a

2
= λc,

which can be resolved if and only if λ2 = 0. If we restrict ourselves with
the only real (complex) root λ = 0, then the corresponding operators L±p =

−B̃+Z̃/2 will not affect eigenvalues and thus are useless in the above context.
However the dual number roots λ = ±εt, t ∈ R lead to the operators L±ε =

±εtÃ − B̃ + Z̃/2. These operators are suitable to build an sl2-modules with a
one-dimensional chain of eigenvalues.

REMARK II.3.9. It is noteworthy that:
• the introduction of complex numbers is a necessity for the existence of ladder

operators in the elliptic case;
• in the parabolic case we need dual numbers to make ladder operators useful;
• in the hyperbolic case double numbers are not required neither for the exist-

ence or for the usability of ladder operators, but they do provide an enhance-
ment.

We summarise the above consideration with a focus on the Principle of similarity
and correspondence:
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PROPOSITION II.3.10. Let a vector X ∈ sl2 generates the subgroup K, N ′ or A′, that is
X = Z, B− Z/2, or B respectively. Let ι be the respective hypercomplex unit.

Then raising/lowering operators L± satisfying to the commutation relation:

[X,L±] = ±ιL±, [L−,L+] = 2ιX.

are:
L± = ±ιÃ+ Ỹ.

Here Y ∈ sl2 is a linear combination of B and Z with the properties:
• Y = [A,X].
• X = [A, Y].
• Killings form K(X, Y) [159, § 6.2] vanishes.

Any of the above properties defines the vector Y ∈ span{B,Z} up to a real constant factor.

The usability of the Principle of similarity and correspondence will be illustrated
by more examples below.



LECTURE II.4

Covariant Transform

A general group-theoretical construction [5, 63, 95, 106, 173, 220, 279] of wavelets
(or coherent state) starts from an irreducible square integrable representation—in the
proper sense or modulo a subgroup. Then a mother wavelet is chosen to be admissible.
This leads to a wavelet transform which is an isometry to L2 space with respect to the
Haar measure on the group or (quasi)invariant measure on a homogeneous space.

The importance of the above situation shall not be diminished, however an ex-
clusive restriction to such a setup is not necessary, in fact. Here is a classical example
from complex analysis: the Hardy space H2(T) on the unit circle and Bergman spaces
Bn2 (D), n ⩾ 2 in the unit disk produce wavelets associated with representations ρ1
and ρn of the group SL2(R) respectively [170]. While representations ρn, n ⩾ 2 are
from square integrable discrete series, the mock discrete series representation ρ1 is not
square integrable [240, § VI.5; 321, § 8.4]. However it would be natural to treat the
Hardy space in the same framework as Bergman ones. Some more examples will be
presented below.

II.4.1. Extending Wavelet Transform

To make a sharp but still natural generalisation of wavelets we give the following
definition.

DEFINITION II.4.1. [192] Let ρ be a representation of a group G in a space V and
F be an operator from V to a space U. We define a covariant transform W from V to the
space L(G,U) of U-valued functions on G by the formula:

(II.4.1) W : v 7→ v̂(g) = F(ρ(g−1)v), v ∈ V, g ∈ G.
Operator Fwill be called fiducial operator in this context.

We borrow the name for operator F from fiducial vectors of Klauder and Skager-
stam [220].

REMARK II.4.2. We do not require that fiducial operator F shall be linear. Some-
times the positive homogeneity, i.e. F(tv) = tF(v) for t > 0, alone can be already suffi-
cient, see Example II.6.14.

REMARK II.4.3. Usefulness of the covariant transform is in the reverse proportion
to the dimensionality of the space U. The covariant transform encodes properties of
v in a function Wv on G. For a low dimensional U this function can be ultimately
investigated by means of harmonic analysis. Thus dimU = 1 (scalar-valued functions)

249
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is the ideal case, however, it is unattainable sometimes, see Example II.4.12 below. We
may have to use a higher dimensions of U if the given group G is not rich enough.

Moreover, the relation between the dimensionality of U and usefulness of the co-
variant transform shall not be taking dogmatically. Paper [201] gives an important
example of covariant transform which provides a simplification even in the case of
dimU = dimV .

As we will see below covariant transform is a close relative of wavelet transform.
The name is chosen due to the following common property of both transformations.

THEOREM II.4.4. The covariant transform (II.6.17) intertwines ρ and the left regular
representation Λ on L(G,U):

Wρ(g) = Λ(g)W.

Here Λ is defined as usual by:

(II.4.2) Λ(g) : f(h) 7→ f(g−1h).

PROOF. We have a calculation similar to wavelet transform [173, Prop. 2.6]. Take
u = ρ(g)v and calculate its covariant transform:

[W(ρ(g)v)](h) = [W(ρ(g)v)](h) = F(ρ(h−1)ρ(g)v)

= F(ρ((g−1h)−1)v)

= [Wv](g−1h)

= Λ(g)[Wv](h).

□

The next result follows immediately:

COROLLARY II.4.5. The image space W(V) is invariant under the left shifts on G.

REMARK II.4.6. A further generalisation of the covariant transform can be ob-
tained if we relax the group structure. Consider, for example, a cancellative semigroup
Z+ of non-negative integers. It has a linear presentation on the space of polynomials
in a variable t defined by the action m : tn 7→ tm+n on the monomials. Application of
a linear functional l, e.g. defined by an integration over a measure on the real line, pro-
duces umbral calculus l(tn) = cn, which has a magic efficiency in many areas, notably
in combinatorics [174, 238]. In this direction we also find fruitful to expand the notion
of an intertwining operator to a token [178].

II.4.2. Examples of Covariant Transform

In this Subsection we will provide several examples of covariant transforms. Some
of them will be expanded in subsequent sections, however a detailed study of all as-
pects will not fit into the present work. We start from the classical example of the
group-theoretical wavelet transform:

EXAMPLE II.4.7. [5, 95, 95, 173, 220, 279] Let V be a Hilbert space with an inner
product ⟨·, ·⟩ and ρ be a unitary representation of a groupG in the space V . Let F : V →
C be the functional v 7→ ⟨v, v0⟩ defined by a vector v0 ∈ V . The vector v0 is often called
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the mother wavelet in areas related to signal processing, the vacuum state in the quantum
framework, etc.

In this set-up, the transformation (II.6.17) is the well-known expression for a wave-
let transform [5, (7.48)] (or representation coefficients):

(II.4.3) W : v 7→ v̂(g) =
〈
ρ(g−1)v, v0

〉
= ⟨v, ρ(g)v0⟩ , v ∈ V, g ∈ G.

The family of vectors vg = ρ(g)v0 is called wavelets or coherent states. In this case we
obtain scalar valued functions on G, cf. Rem. II.6.10.

This scheme is typically carried out for a square integrable representation ρ with
v0 being an admissible vector [5,63,87,95,106,279]. In this case the wavelet (covariant)
transform is a map into the square integrable functions [87] with respect to the left Haar
measure on G. The map becomes an isometry if v0 is properly scaled. Moreover, we
are able to recover the input v from its wavelet transform through the reconstruction
formula, which requires an admissible vector as well, see Example II.6.20 below. The
most popularised case of the above scheme is as follows.

EXAMPLE II.4.8. An isometric representation of the ax+ b group on V = Lp(R) is
given by the formula:

(II.4.4) [ρp(a,b) f](x) = a
− 1

p f

(
x− b

a

)
.

The representation (II.4.4) is square integrable for p = 2. Any function v0, such that its
Fourier transform v̂(ξ) satisfy to

(II.4.5)

∞∫
0

|v̂0(ξ)|
2

ξ
dξ <∞,

is admissible [5, § 12.2]. The continuous wavelet transform is generated by the repres-
entation (II.4.4) acting on an admissible vector v0 in the expression (II.6.18). The image
of a function from L2(R) is a function on the upper half-plane square integrable with
respect to the measure a−2 dadb. For sufficiently regular v̂0 the admissibility (II.6.20)
of v0 follows from a weaker condition

(II.4.6)
∫
R
v0(x)dx = 0.

However, square integrable representations and admissible vectors do not cover
all interesting cases.

EXAMPLE II.4.9. For the aboveG = Aff and the representation (II.4.4), we consider
the operators F± : Lp(R)→ C defined by:

(II.4.7) F±(f) =
1

2πi

∫
R

f(t)dt

x∓ i
.

Then the covariant transform (II.6.17) is the Cauchy integral from Lp(R) to the space
of functions f̂(a,b) such that a−

1
p f̂(a,b) is in the Hardy space in the upper/lower

half-plane Hp(R2
±). Although the representation (II.4.4) is square integrable for p =
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2, the function 1
x±i used in (II.6.22) is not an admissible vacuum vector. Thus the

complex analysis become decoupled from the traditional wavelet theory. As a result
the application of wavelet theory shall relay on an extraneous mother wavelets [146].

Many important objects in complex analysis are generated by inadmissible mother
wavelets like (II.6.22). For example, if F : L2(R) → C is defined by F : f 7→ F+f − F−f
then the covariant transform (II.6.17) reduces to the Poisson integral. If F : L2(R) → C2

is defined by F : f 7→ (F+f, F−f) then the covariant transform (II.6.17) represents a
function f on the real line as a jump:

(II.4.8) f(z) = f+(z) − f−(z), f±(z) ∈ Hp(R2
±)

between functions analytic in the upper and the lower half-planes. This makes a de-
composition of L2(R) into irreducible components of the representation (II.4.4). An-
other interesting but non-admissible vector is the Gaussian e−x2 .

EXAMPLE II.4.10. For the group G = SL2(R) [240] let us consider the unitary rep-
resentation ρ (II.3.9) on the space of square integrable function L2(R2

+) on the upper
half-plane through the Möbius transformations (I.1.1):

(II.4.9) ρ(g) : f(z) 7→ 1

(cz+ d)2
f

(
az+ b

cz+ d

)
, g−1 =

(
a b
c d

)
.

This is a representation from the discrete series and L2(D) and irreducible invariant
subspaces are parametrised by integers. Let Fk be the functional L2(R2

+) → C of pair-
ing with the lowest/highest k-weight vector in the corresponding irreducible compon-
ent (Bergman space) Bk(R2

±), k ⩾ 2 of the discrete series [240, Ch. VI]. Then we can
build an operator F from various Fk similarly to the previous Example. In particular,
the jump representation (II.4.8) on the real line generalises to the representation of a
square integrable function f on the upper half-plane as a sum

f(z) =
∑
k

akfk(z), fk ∈ Bn(R2
±)

for prescribed coefficients ak and analytic functions fk in question from different irre-
ducible subspaces.

Covariant transform is also meaningful for principal and complementary series of
representations of the group SL2(R), which are not square integrable [170].

EXAMPLE II.4.11. Let G = SU(2) × Aff be the Cartesian product of the groups
SU(2) of unitary rotations of C2 and the ax + b group Aff . This group has a unitary
linear representation on the space L2(R,C2) of square-integrable (vector) C2-valued
functions by the formula:

ρ(g)

(
f1(t)
f2(t)

)
=

(
αf1(at+ b) + βf2(at+ b)
γf1(at+ b) + δf2(at+ b)

)
,

where g =

(
α β
γ δ

)
× (a,b) ∈ SU(2) × Aff . It is obvious that the vector Hardy space,

that is functions with both components being analytic, is invariant under such action
of G.
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As a fiducial operator F : L2(R,C2)→ C we can take, cf. (II.6.22):

(II.4.10) F

(
f1(t)
f2(t)

)
=

1

2πi

∫
R

f1(t)dt

x− i
.

Thus the image of the associated covariant transform is a subspace of scalar valued
bounded functions on G. In this way we can transform (without a loss of information)
vector-valued problems, e.g. matrix Wiener–Hopf factorisation [47], to scalar question of
harmonic analysis on the group G.

EXAMPLE II.4.12. A straightforward generalisation of Ex. II.6.11 is obtained if V
is a Banach space and F : V → C is an element of V∗. Then the covariant transform
coincides with the construction of wavelets in Banach spaces [173].

EXAMPLE II.4.13. The next stage of generalisation is achieved if V is a Banach
space and F : V → Cn is a linear operator. Then the corresponding covariant trans-
form is a map W : V → L(G,Cn). This is closely related to M.G. Krein’s works on
directing functionals [236], see also multiresolution wavelet analysis [51], Clifford-valued
Fock–Segal–Bargmann spaces [66] and [5, Thm. 7.3.1].

EXAMPLE II.4.14. Let F be a projector Lp(R) → Lp(R) defined by the relation
(Ff)̂ (λ) = χ(λ)f̂(λ), where the hat denotes the Fourier transform and χ(λ) is the char-
acteristic function of the set [−2,−1] ∪ [1, 2]. Then the covariant transform Lp(R) →
C(Aff,Lp(R)) generated by the representation (II.4.4) of the affine group from F con-
tains all information provided by the Littlewood–Paley operator [114, § 5.1.1].

EXAMPLE II.4.15. A step in a different direction is a consideration of non-linear
operators. Take again the “ax+ b” group and its representation (II.4.4). We define F to
be a homogeneous but non-linear functional V → R+:

(II.4.11) Fm(f) =
1

2

1∫
−1

|f(x)| dx.

The covariant transform (II.6.17) becomes:

(II.4.12) [Wpf](a,b) = F(ρp(a,b)f) =
1

2

1∫
−1

∣∣∣a 1
p f (ax+ b)

∣∣∣ dx = a 1
p

1

2a

b+a∫
b−a

|f (x)| dx.

We will see its connections with the Hardy–Littlewood maximal functions in Example II.6.43.

Since linearity has clear advantages, we may prefer to reformulate the last example
through linear covariant transforms. The idea is similar to the representation of a con-
vex function as an envelope of linear ones, cf. [108, Ch. I, Lem. 6.1]. To this end, we
take a collection F of linear fiducial functionals and, for a given function f, consider
the set of all covariant transforms WFf, F ∈ F.

EXAMPLE II.4.16. Let us return to the setup of the previous Example for G = Aff
and its representation (II.4.4). Consider the unit ball B in L∞[−1, 1]. Then, any ω ∈ B
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defines a bounded linear functional Fω on L1(R):

Fω(f) =
1

2

1∫
−1

f(x)ω(x)dx =
1

2

∫
R
f(x)ω(x)dx.

Of course, supω∈B Fω(f) = Fm(f) with Fm from (II.6.25) and for all f ∈ L1(R). Then, for
the non-linear covariant transform (II.6.26) we have the following expression in terms
of the linear covariant transforms generated by Fω:

(II.4.13) [Wm
1 f](a,b) = sup

ω∈B
[Wω

1 f](a,b).

The presence of suprimum is the price to pay for such a “linearisation”.

REMARK II.4.17. The above construction is not much different to the grand max-
imal function [314, § III.1.2]. Although, it may look like a generalisation of covariant
transform, grand maximal function can be realised as a particular case of Defn. II.6.8.
Indeed, let M(V) be a subgroup of the group of all invertible isometries of a metric
space V . If ρ represents a group G by isometries of V then we can consider the group
G̃ generated by all finite products of M(V) and ρ(g), g ∈ G with the straightforward
action ρ̃ on V . The grand maximal functions is produced by the covariant transform
for the representation ρ̃ of G̃.

EXAMPLE II.4.18. Let V = Lc(R2) be the space of compactly supported bounded
functions on the plane. We take F be the linear operator V → C of integration over the
real line:

F : f(x,y) 7→ F(f) =

∫
R
f(x, 0)dx.

Let G be the group of Euclidean motions of the plane represented by ρ on V by a
change of variables. Then the wavelet transform F(ρ(g)f) is the Radon transform [127].

II.4.3. Symbolic Calculi

There is a very important class of the covariant transforms which maps operators
to functions. Among numerous sources we wish to single out works of Berezin [34,35].
We start from the Berezin covariant symbol.

EXAMPLE II.4.19. Let a representation ρ of a group G act on a space X. Then there
is an associated representation ρB of G on a space V = B(X, Y) of linear operators
X→ Y defined by the identity [35, 173]:

(II.4.14) (ρB(g)A)x = A(ρ(g
−1)x), x ∈ X, g ∈ G, A ∈ B(X, Y).

Following the Remark II.6.10 we take F to be a functional V → C, for example F can be
defined from a pair x ∈ X, l ∈ Y∗ by the expression F : A 7→ ⟨Ax, l⟩. Then the covariant
transform is:

W : A 7→ Â(g) = F(ρB(g)A).

This is an example of covariant calculus [34, 173].

There are several variants of the last Example which are of a separate interest.
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EXAMPLE II.4.20. A modification of the previous construction is obtained if we
have two groups G1 and G2 represented by ρ1 and ρ2 on X and Y∗ respectively. Then
we have a covariant transform B(X, Y)→ L(G1 ×G2,C) defined by the formula:

W : A 7→ Â(g1,g2) = ⟨Aρ1(g1)x, ρ2(g2)l⟩ .
This generalises the above Berezin covariant calculi [173].

EXAMPLE II.4.21. Let us restrict the previous example to the case when X = Y is
a Hilbert space, ρ1 = ρ2 = ρ and x = l with ∥x∥ = 1. Than the range of the covariant
transform:

W : A 7→ Â(g) = ⟨Aρ(g)x, ρ(g)x⟩
is a subset of the numerical range of the operator A. As a function on a group Â(g)
provides a better description of A than the set of its values—numerical range.

EXAMPLE II.4.22. The group SU(1, 1) ≃ SL2(R) consists of 2 × 2 matrices of the

form
(
α β
β̄ ᾱ

)
with the unit determinant [240, § IX.1]. Let T be an operator with the

spectral radius less than 1. Then the associated Möbius transformation

(II.4.15) g : T 7→ g · T =
αT + βI

β̄T + ᾱI
, where g =

(
α β
β̄ ᾱ

)
∈ SL2(R),

produces a well-defined operator with the spectral radius less than 1 as well. Thus we
have a representation of SU(1, 1).

Let us introduce the defect operatorsDT = (I− T∗T)1/2 andDT∗ = (I− TT∗)1/2. For
the fiducial operator F = DT∗ the covariant transform is, cf. [318, § VI.1, (1.2)]:

[WT ](g) = F(g · T) = −eiϕΘT (z)DT , for g =

(
eiϕ/2 0
0 e−iϕ/2

)(
1 −z
−z̄ 1

)
,

where the characteristic function ΘT (z) [318, § VI.1, (1.1)] is:

ΘT (z) = −T +DT∗ (I− zT∗)−1 zDT .

Thus we approached the functional model of operators from the covariant transform.
In accordance with Remark II.6.10 the model is most fruitful for the case of operator
F = DT∗ being one-dimensional.

The intertwining property in the previous examples was obtained as a consequence
of the general Prop. II.6.27 about the covariant transform. However it may be worth to
select it as a separate definition:

DEFINITION II.4.23. A covariant calculus, also known as symbolic calculus, is a map
from operators to functions, which intertwines two representations of the same group
in the respective spaces.

There is a dual class of covariant transforms acting in the opposite direction: from
functions to operators. The prominent examples are the Berezin contravariant sym-
bol [34, 173] and symbols of a pseudodifferential operators (PDO) [139, 173].
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EXAMPLE II.4.24. The classical Riesz–Dunford functional calculus [88, § VII.3; 266,
§ IV.2] maps analytical functions on the unit disk to the linear operators, it is defined
through the Cauchy-type formula with the resolvent. The calculus is an intertwining
operator [182] between the Möbius transformations of the unit disk, cf. (II.5.23), and
the actions (II.4.15) on operators from the Example II.4.22. This topic will be developed
in Subsection III.1.2.

In line with the Defn. II.4.23 we can directly define the corresponding calculus
through the intertwining property [168, 182]:

DEFINITION II.4.25. A contravariant calculus, also know as functional calculus, is a
map from functions to operators, which intertwines two representations of the same
group in the respective spaces.

The duality between co- and contravariant calculi is the particular case of the du-
ality between covariant transform and the contravariant transform defined in the next
Subsection. In many cases a proper choice of spaces makes covariant and/or contrav-
ariant calculus a bijection between functions and operators. Subsequently only one
form of calculus, either co- or contravariant, is defined explicitly, although both of
them are there in fact.

II.4.4. Contravariant Transform

An object invariant under the left action Λ (II.6.29) is called left invariant. For ex-
ample, let L and L ′ be two left invariant spaces of functions onG. We say that a pairing
⟨·, ·⟩ : L× L ′ → C is left invariant if

(II.4.16) ⟨Λ(g)f,Λ(g)f ′⟩ = ⟨f, f ′⟩ , for all f ∈ L, f ′ ∈ L ′.

REMARK II.4.26. i. We do not require the pairing to be linear in general.
ii. If the pairing is invariant on space L × L ′ it is not necessarily invariant (or

even defined) on the whole C(G)× C(G).
iii. In a more general setting we shall study an invariant pairing on a homo-

geneous spaces instead of the group. However due to length constraints we
cannot consider it here beyond the Example II.4.29.

iv. An invariant pairing on G can be obtained from an invariant functional l by
the formula ⟨f1, f2⟩ = l(f1f̄2).

For a representation ρ of G in V and w0 ∈ V , we construct a function w(g) =
ρ(g)w0. We assume that the pairing can be extended in its second component to this
V-valued functions. For example, such an extension can be defined in the weak sense.

DEFINITION II.4.27. Let ⟨·, ·⟩ be a left invariant pairing on L× L ′ as above, let ρ be
a representation of G in a space V , we define the function w(g) = ρ(g)v0 for v0 ∈ V .
The contravariant transform M is a map L→ V defined by the pairing:

(II.4.17) Mρ
w0

: f 7→ ⟨f,w⟩ , where f ∈ L.
We can drop out sup/subscripts in M

ρ
w0 as we are doing for Wρ

F .



II.4.4. CONTRAVARIANT TRANSFORM 257

EXAMPLE II.4.28 (Haar paring). The most well-known example of an invariant
pairing on L2(G,dµ)× L2(G,dµ) is integration over the Haar measure:

(II.4.18) ⟨f1, f2⟩ =
∫
G

f1(g)f2(g)dg.

If ρ is a unitary square integrable representation of G and w0 is an admissible vector,
see Example II.6.11, then this pairing can be extended to w(g) = ρ(g)w0. The contrav-
ariant transform is known in this setup as the reconstruction formula, cf. [5, (8.19)]:

(II.4.19) Mw0
f =

∫
G

f(g)w(g)dg, where w(g) = ρ(g)w0.

It is possible to use different admissible vectors v0 andw0 for the wavelet transform (II.6.18)
and the reconstruction formula (II.6.33), respectively, cf. Example II.6.41.

EXAMPLE II.4.29. Let ρ be a square integrable representation of G modulo a sub-
groupH ⊂ G and let X = G/H be the corresponding homogeneous space with a quasi-
invariant measure dx. Then integration over dx with an appropriate weight produces
an invariant pairing. The contravariant transform is a more general version [5, (7.52)]
of the reconstruction formula mentioned in the previous example.

If the invariant pairing is defined by integration over the Haar measure, cf. Ex-
ample II.6.20, then we can show an intertwining property for the contravariant trans-
form as well.

PROPOSITION II.4.30 ([173, Prop. 2.9]). The inverse wavelet transform Mw0
(II.6.33)

intertwines the left regular representation Λ (II.6.29) on L2(G) and ρ:

(II.4.20) Mw0
Λ(g) = ρ(g)Mw0

.

COROLLARY II.4.31. The image Mw0
(L(G)) ⊂ V of a left invariant space L(G) under

the inverse wavelet transform Mw0
is invariant under the representation ρ.

REMARK II.4.32. It is an important observation, that the above intertwining prop-
erty is also true for some contravariant transforms which are not based on pairing (II.6.32).
For example, in the case of the affine group all pairings (II.6.34), (II.6.39) and (non-
linear!) (II.6.35) satisfy to (IV.5.22) for the respective representation ρp (II.4.4).

Let
• ρ be not a square integrable representation (even modulo a subgroup); or
• w0 be an inadmissible vector of a square integrable representation ρ.

A suitable invariant pairing in this case is not associated with integration over the Haar
measure on G. In this case we speak about a Hardy pairing. The following example
explains the name.

EXAMPLE II.4.33 (Hardy pairing). Let G be the “ax + b” group and its represent-
ation ρ (II.4.4) from Ex. II.6.12. An invariant pairing on G, which is not generated by
the Haar measure a−2dadb, is:

(II.4.21) ⟨f1, f2⟩H = lim
a→0

∞∫
−∞

f1(a,b) f2(a,b)
db

a
.
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For this pairing we can consider functions 1
2πi(x+i) or e−x

2
, which are not admissible

vectors in the sense of square integrable representations. Then the contravariant trans-
form provides an integral resolutions of the identity. For example, for v0 = 1

2πi(x+i) we
obtain:

[Mf](x) = lim
a→0

∞∫
−∞

f(a,b)
a−

1
p

2πi(x+ ia− b)
db = − lim

a→0

a−
1
p

2πi

∞∫
−∞

f(a,b)db

b− (x+ ia)
.

In other words, it expresses the boundary values at a = 0 of the Cauchy integral
−[Cf])(a, x+ ai).

Similar pairings can be defined for other semi-direct products of two groups. We
can also extend a Hardy pairing to a group, which has a subgroup with such a pairing.

EXAMPLE II.4.34. Let G be the group SL2(R) from the Ex. II.4.10. Then the “ax +
b” group is a subgroup of SL2(R), moreover we can parametrise SL2(R) by triples
(a,b, θ), θ ∈ (−π,π] with the respective Haar measure [240, III.1(3)]. Then the Hardy
pairing

(II.4.22) ⟨f1, f2⟩ = lim
a→0

∞∫
−∞

f1(a,b, θ) f̄2(a,b, θ)dbdθ.

is invariant on SL2(R) as well. The corresponding contravariant transform provides
even a finer resolution of the identity which is invariant under conformal mappings of
the Lobachevsky half-plane.

Here is an important example of non-linear pairing.

EXAMPLE II.4.35. LetG = Aff , an invariant homogeneous functional onG is given
by the L∞ version of the Haar functional (II.6.32):

(II.4.23) ⟨f1, f2⟩∞ = sup
g∈G

|f1(g)f2(g)| .

Define the following two functions on R:

(II.4.24) v+0 (t) =

{
1, if t = 0;
0, if t ̸= 0,

and v∗0(t) =

{
1, if |t| ⩽ 1;
0, if |t| > 1.

The respective contravariant transforms are generated by the representation ρ∞ (II.4.4)
are:

[Mv+0
f](t) = f+(t) =

〈
f(a,b), ρ∞(a,b)v+0 (t)

〉∞ = sup
a

|f(a, t)| ,(II.4.25)

[Mv∗0
f](t) = f∗(t) = ⟨f(a,b), ρ∞(a,b)v∗0(t)⟩∞ = sup

a>|b−t|

|f(a,b)| .(II.4.26)

The transforms (II.6.37) and (II.6.38) are the vertical and non-tangential maximal func-
tions [231, § VIII.C.2], respectively.
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EXAMPLE II.4.36. Consider again G = Aff equipped now with an invariant linear
functional, which is a Hardy-type modification (cf. (II.6.34)) of L∞-functional (II.6.35):

(II.4.27) ⟨f1, f2⟩H∞ = lim
a→0

sup
b∈R

(f1(a,b)f2(a,b)),

where lim is the limit superior. Then, the covariant transform MH for this pairing from
functions v+ and v∗ (II.6.36) becomes:

[MH
v+0
f](t) =

〈
f(a,b), ρ∞(a,b)v+0 (t)

〉
H∞ = lim

a→0
f(a, t),(II.4.28)

[MH
v∗0
f](t) = ⟨f(a,b), ρ∞(a,b)v∗0(t)⟩H∞ = lim

a→0
|b−t|<a

f(a,b).(II.4.29)

They are the normal and non-tangential limits superior from the upper-half plane to the
real line, respectively.

There is the obvious inequality ⟨f1, f2⟩∞ ⩾ ⟨f1, f2⟩H∞ between pairings (II.6.35)
and (II.6.39), which produces the corresponding relation between respective contrav-
ariant transforms.

There is an explicit duality between the covariant transform and the contravariant
transform. Discussion of the grand maximal function in the Rem. II.6.16 shows use-
fulness of the covariant transform over the a family of fiducial functional. Thus, we
shall not be surprised by the contravariant transform over a family of reconstructing
vectors as well.

DEFINITION II.4.37. Let w : Aff → L1(R) be a function. We define a new function
ρ1w on Aff with values in L1(R) through the point-wise action [ρ1w](g) = ρ1(g)w(g)
of ρ∞ (II.4.4). If supg ∥w(g)∥1 < ∞, then, for f ∈ L1(Aff), we define the extended
contravariant transform by:

(II.4.30) [Mwf](x) =

∫
Aff

f(g) [ρ1w](g)dg.

Note, that (II.6.42) reduces to the contravariant transform (II.6.33) if we start from
the constant function w(g) = w0.

DEFINITION II.4.38. We call a function r on R a nucleus if:
i. r is supported in [−1, 1],

ii. |r| < 1
2 almost everywhere, and

iii.
∫
R r(x)dx = 0, cf. (II.6.21).

Clearly, for a nucleus r, the function s = ρ1(a,b)r has properties:
i. s is supported in a ball centred at b and radius a,

ii. |s| < 1
2a almost everywhere, and

iii.
∫
R s(x)dx = 0.

In other words, s = ρ1(a,b)r is an atom, cf. [314, § III.2.2] and any atom may be ob-
tained in this way from some nucleus and certain (a,b) ∈ Aff .
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EXAMPLE II.4.39. Let f(g) =
∑
j λjδgj

(g) with
∑
j |λj| < ∞ be a countable sum of

point masses on Aff . If all values of w(gj) are nucleuses, then (II.6.42) becomes:

(II.4.31) [Mwf](x) =

∫
Aff

f(g) [ρ1w](g)dg =
∑
j

λjsj,

where sj = ρ1(gj)w(gj) are atoms. The right-hand side of (II.6.43) is known as an
atomic decomposition of a function h(x) = [Mwf](x), see [314, § III.2.2].

II.4.5. Composing the Co- and Contravariant Transforms

In the case of classical wavelets, the relation between the wavelet transform (II.6.18)
and the inverse wavelet transform (II.6.33) is suggested by their names.

EXAMPLE II.4.40. For a square integrable representation and admissible vectors v0
and w0, there is the relation [5, (8.52)]:

Mw0
Wv0 = kI,

where the constant k depends on v0, w0 and the Duflo–Moore operator [5, § 8.2; 87].

It is of interest, that two different vectors can be used as analysing vector in (II.6.18)
and for the reconstructing formula (II.6.33). Even a greater variety can be achieved if
we use additional fiducial operators and invariant pairings.

EXAMPLE II.4.41. The composition of the contravariant transform Mv∗0
(II.6.38)

with the covariant transform W∞ (II.6.26) is:

[Mv∗0
W∞f](t) = sup

a>|b−t|

 1

2a

b+a∫
b−a

|f (x)| dx

(II.4.32)

= sup
b1<t<b2

 1

b2 − b1

b2∫
b1

|f (x)| dx

 .

Thus, Mv∗0
W∞f coincides with the Hardy–Littlewood maximal function fM [231, § VIII.B.1],

which contains important information on the original function f. Combining Props. II.6.27
and II.6.30 (through Rem. II.6.32), we deduce that the operatorM : f 7→ fM intertwines
ρp with itself: ρpM =Mρp (yet,M is non-linear).

EXAMPLE II.4.42. Let the mother wavelet v0(x) = δ(x) be the Dirac delta function,
then the wavelet transform Wδ generated by ρ∞ (II.4.4) on C(R) is [Wδf](a,b) = f(b).
Take the reconstruction vector w0(x) = (1 − χ[−1,1](x))/x and consider the respective
inverse wavelet transform Mw0

produced by the Hardy pairing (II.6.34). Then, the
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composition of both maps is:

[Mw0
◦Wδf](t) = lim

a→0

∞∫
−∞

f(b) ρ∞(a,b)w0(t)
db

a

= lim
a→0

∞∫
−∞

f(b)
1− χ[−a,a](t− b)

t− b
db

= lim
a→0

∫
|b|>a

f(b)

t− b
db.

The last expression is a singular integral operator (SIO) [257, § 2.6; 314, § I.5] defined
through the principal value (in the sense of Cauchy).

EXAMPLE II.4.43. Let W be a covariant transfrom generated either by the func-
tional F± (II.6.22) (i.e. the Cauchy integral) or (F+ − F−) (i.e. the Poisson integral)
from the Example II.6.13. Then, for the contravariant transform MH

v+0
(II.6.37) the com-

position MH
v+0

W becomes the normal boundary value of the Cauchy/Poisson integral,
respectively. The similar composition MH

v∗0
W for the reconstructing vector v∗0 (II.6.36)

turns to be the non-tangential limit of the Cauchy/Poisson integrals.

It is the classical question of harmonic analysis to identify a class of functions on
the real line such that MH

v∗0
W becomes the identity operator on it. Combining inter-

twining properties of the covariant and contravariant transforms (Props. II.6.27, II.6.30
and Rem. II.6.32) we conclude that MH

v∗0
W will intertwine the representation ρ with it-

self. If we restrict our attention to ρ-irreducible subspace, then a sort of Schur’s lemma
suggests that such an operator is a (possible zero) multiple of the identity operator.
This motivates the following template definition, cf. [203, § 1].

DEFINITION II.4.44. For a representation ρ of a group G in a space V , a generalised
Hardy space H is an ρ-irreducible subspace of V .

EXAMPLE II.4.45. Let G = Aff and the representation ρp is defined in V = Lp(R)
by (II.4.4). Then the classical Hardy spacesHp(R) are ρp-irreducible, thus are provided
by the above definition.

We illustrate the group-theoretical technique by the following statement.

PROPOSITION II.4.46. Let B be the spaces of bounded uniformly continuous functions
on the real line. Let F : B → R be a fiducial functional such that:

(II.4.33) lim
a→0

F(ρ∞(1/a, 0)f) = 0, for all f ∈ B such that f(0) = 0

and F(ρ∞(1,b)f) is a continuous function of b ∈ R for a given f ∈ B.
Then, MH

v∗0
◦WF is a constant times the identity operator on B.

PROOF. First of all we note that MH
v+0

WF is a bounded operator on B. Let v∗(a,b) =

ρ∞(a,b)v∗. Obviously, v∗(a,b)(0) = v∗(−b
a
) is an eigenfunction for operators Λ(a ′, 0),
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a ′ ∈ R+ of the left regular representation of Aff :

(II.4.34) Λ(a ′, 0)v∗(a,b)(0) = v
∗
(a,b)(0).

This and the left invariance of the pairing (II.6.30) imply MH
v∗0
◦ Λ(1/a, 0) = MH

v∗0
for

any (a, 0) ∈ Aff . Then, applying the intertwining properties (II.6.44) we obtain:

[MH
v∗0
◦WFf](0) = [MH

v∗0
◦Λ(1/a, 0) ◦WFf](0)

= [MH
v∗0
◦WF ◦ ρ∞(1/a, 0)f](0)

Using the limit a → 0 (II.6.53) and the continuity of F ◦ ρ∞(1,b) we conclude that the
linear functional l : f 7→ [MH

v∗0
◦WFf](0) vanishes for any f ∈ B such that f(0) = 0. Take

a function f1 ∈ B such that f1(0) = 1 and define c = l(f1). From linearity of l, for any
f ∈ B we have:

l(f) = l(f− f(0)f1 + f(0)f1) = l(f− f(0)f1) + f(0)l(f1) = cf(0).

Furthermore, using the intertwining properties (II.6.44) and (IV.5.22):

[MH
v∗0
◦WFf](t) = [ρ∞(1,−t) ◦MH

v∗0
◦WFf](0)

= [MH
v∗0
◦WF ◦ ρ∞(1,−t)f](0)

= l(ρ∞(1,−t)f)

= c[ρ∞(1,−t)f](0)

= cf(t).

This finishes the proof. □

To get the classical statement we need the following lemma.

LEMMA II.4.47. For w(t) ∈ L1(R), define the fiducial functional on B:

(II.4.35) F(f) =

∫
R
f(t)w(t)dt.

Then F satisfies to the condition (and thus conclusions) of Prop. II.6.48.

PROOF. Let f be a continuous bounded function such that f(0) = 0. For ε > 0
chose

• δ > 0 such that |f(t)| < ε for all |t| < δ;
• M > 0 such that

∫
|t|>M

|w(t)| dt < ε.

Then, for a < δ/M, we have the estimation:

|F(ρ∞(1/a, 0)f)| =

∣∣∣∣∫
R
f (at) w(t)dt

∣∣∣∣
⩽

∣∣∣∣∫
|t|<M

f (at) w(t)dt

∣∣∣∣+ ∣∣∣∣∫
|t|>M

f (at) w(t)dt

∣∣∣∣
⩽ ε(∥w∥1 + ∥f∥∞).
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Finally, for a uniformly continuous function g: for ε > 0 there is δ > 0 such that
|g(t+ b) − g(t)| < ε for all b < δ and t ∈ R. Then:

|F(ρ∞(1,b)g) − F(g)| =

∣∣∣∣∫
R
(g(t+ b) − g(t))w(t)dt

∣∣∣∣ ⩽ ε ∥w∥1 .
That demonstrates the continuity of F(ρ∞(1,b)g) at b = 0 and, by the group property,
at any other point as well. □

REMARK II.4.48. A direct evaluation shows, that the constant c = l(f1) from the
proof of Prop. II.6.48 for the fiducial functional (II.6.55) is equal to c =

∫
R w(t)dt.

Of course, for non-trivial boundary values we need c ̸= 0. On the other hand, the
admissibility condition (II.6.21) requires c = 0. In this sense, the classical harmonic
analysis and the traditional wavelet construction are two orthogonal parts of the same
covariant transform theory.

The table integral
∫
R

dx
x2+1 = π tells that the “wavelet” p(t) = 1

π
1

1+t2 is in L1(R)

with c = 1, the corresponding wavelet transform is the Poisson integral. Its boundary
behaviour from Prop. II.6.48 is the classical result, cf. [108, Ch. I, Cor. 3.2].

The comparison between our demonstrations and the traditional proofs, e.g. in [108],
does not reveal any significant distinctions. We simply made an explicit usage of the
relevant group structure, which is implicitly employed in traditional texts anyway.

II.4.5.1. Real and Complex Technique in Harmonic Analysis. There are two main
approaches in harmonic analysis on the real line. The real variables technique uses
various maximal functions, dyadic cubes and, occasionally, the Poisson integral [314].
The complex variable technique is based on the Cauchy integral and fine properties of
analytic functions [264, 265].

Both methods seem to have clear advantages. The real variable technique:
i. does not require an introduction of the imaginary unit for a study of real-

valued harmonic functions of a real variable (Occam’s Razor);
ii. allows a straightforward generalisation to several dimensions.

By contrast, access to the beauty and power of analytic functions (e.g., Möbius trans-
formations, factorisation of zeroes, etc. [231]) is the main reason to use the complex
variable technique. A posteriori, a multidimensional analytic version was also dis-
covered [252], it is based on the monogenic Clifford-valued functions [49].

Therefore, propensity for either techniques becomes a personal choice of a re-
searcher. Some of them prefer the real variable method, explicitly cleaning out any
reference to analytic or harmonic functions [314, Ch. III, p. 88]. Others, e.g. [233], hap-
pily combine the both techniques. However, the reasons for switching beetween two
methds at particular places may look mysterious.

We demonstrated above that both—real and complex—techniques in harmonic
analysis have the same group-theoretical origin. Moreover, they are complemented
by the wavelet construction. Therefore, there is no any confrontation between these
approaches. In other words, the binary opposition of the real and complex methods
resolves into Kant’s triad thesis-antithesis-synthesis: complex-real-covariant.





LECTURE II.5

Analytic Functions

We saw in the first section that an inspiring geometry of cycles can be recovered
from the properties of SL2(R). In this section we consider a realisation of the function
theory within Erlangen approach [170, 172, 175, 176]. The covariant transform will be
our principal tool in this construction.

II.5.1. Induced Covariant Transform

The choice of a mother wavelet or fiducial operator F from Section II.4.1 can signi-
ficantly influence the behaviour of the covariant transform. Let G be a group and H be
its closed subgroup with the corresponding homogeneous space X = G/H. Let ρ be a
representation of G by operators on a space V , we denote by ρH the restriction of ρ to
the subgroup H.

DEFINITION II.5.1. Let χ be a representation of the subgroup H in a space U and
F : V → U be an intertwining operator between χ and the representation ρH:

(II.5.1) F(ρ(h)v) = F(v)χ(h), for all h ∈ H, v ∈ V.
Then the covariant transform (II.6.17) generated by F is called the induced covariant
transform.

The following is the main motivating example.

EXAMPLE II.5.2. Consider the traditional wavelet transform as outlined in Ex. II.6.11.
Chose a vacuum vector v0 to be a joint eigenvector for all operators ρ(h), h ∈ H, that is
ρ(h)v0 = χ(h)v0, where χ(h) is a complex number depending of h. Then χ is obviously
a character of H.

The image of wavelet transform (II.6.18) with such a mother wavelet will have a
property:

v̂(gh) = ⟨v, ρ(gh)v0⟩ = ⟨v, ρ(g)χ(h)v0⟩ = χ(h)v̂(g).
Thus the wavelet transform is uniquely defined by cosets on the homogeneous space
G/H. In this case we previously spoke about the reduced wavelet transform [172]. A
representation ρ0 is called square integrable mod H if the induced wavelet transform
[Wf0](w) of the vacuum vector f0(x) is square integrable on X.

The image of induced covariant transform have the similar property:

(II.5.2) v̂(gh) = F(ρ((gh)−1)v) = F(ρ(h−1)ρ(g−1)v) = F(ρ(g−1)v)χ(h−1).

265
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Thus it is enough to know the value of the covariant transform only at a single element
in every coset G/H in order to reconstruct it for the entire group G by the representa-
tion χ. Since coherent states (wavelets) are now parametrised by points homogeneous
space G/H they are referred sometimes as coherent states which are not connected to
a group [219], however this is true only in a very narrow sense as explained above.

EXAMPLE II.5.3. To make it more specific we can consider the representation of
SL2(R) defined on L2(R) by the formula, cf. (II.3.8):

ρ(g) : f(z) 7→ 1

(cx+ d)
f

(
ax+ b

cx+ d

)
, g−1 =

(
a b
c d

)
.

Let K ⊂ SL2(R) be the compact subgroup of matrices ht =
(

cos t sin t
− sin t cos t

)
. Then for

the fiducial operator F± (II.6.22) we have F± ◦ ρ(ht) = e∓itF±. Thus we can consider
the covariant transform only for points in the homogeneous space SL2(R)/K, moreover
this set can be naturally identified with the ax + b group. Thus we do not obtain any
advantage of extending the group in Ex. II.6.12 from ax+b to SL2(R) if we will be still
using the fiducial operator F± (II.6.22).

Functions on the group G, which have the property v̂(gh) = v̂(g)χ(h) (II.5.2),
provide a space for the representation of G induced by the representation χ of the
subgroup H. This explains the choice of the name for induced covariant transform.

REMARK II.5.4. Induced covariant transform uses the fiducial operator F which
passes through the action of the subgroup H. This reduces information which we
obtained from this transform in some cases.

There is also a simple connection between a covariant transform and right shifts:

PROPOSITION II.5.5. LetG be a Lie group and ρ be a representation ofG in a space V . Let
[Wf](g) = F(ρ(g−1)f) be a covariant transform defined by the fiducial operator F : V → U.
Then the right shift [Wf](gg ′) by g ′ is the covariant transform [W ′f](g) = F ′(ρ(g−1)f)]
defined by the fiducial operator F ′ = F ◦ ρ(g−1).

In other words the covariant transform intertwines right shifts on the group G with the
associated action ρB (II.4.14) on fiducial operators.

Although the above result is obvious, its infinitesimal version has interesting con-
sequences.

COROLLARY II.5.6 ([193]). Let G be a Lie group with a Lie algebra g and ρ be a smooth
representation of G. We denote by dρB the derived representation of the associated representa-
tion ρB (II.4.14) on fiducial operators.

Let a fiducial operator F be a null-solution, i.e. AF = 0, for the operator A =
∑
j ajdρ

Xj

B ,
where Xj ∈ g and aj are constants. Then the covariant transform [Wf](g) = F(ρ(g−1)f) for
any f satisfies:

DF(g) = 0, where D =
∑
j

ājL
Xj .

Here LXj are the left invariant fields (Lie derivatives) on G corresponding to Xj.
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EXAMPLE II.5.7. Consider the representation ρ (II.4.4) of the ax+b group with the
p = 1. Let A and N be the basis of g generating one-parameter subgroups (et, 0) and
(0, t), respectively. Then, the derived representations are:

[dρAf](x) = −f(x) − xf ′(x), [dρNf](x) = −f ′(x).

The corresponding left invariant vector fields on ax+ b group are:

LA = a∂a, LN = a∂b.

The mother wavelet 1
x+i in (II.6.22) is a null solution of the operator

−dρA − idρN = I+ (x+ i)
d

dx
.

Therefore, the image of the covariant transform with the fiducial operator F+ (II.6.22)
consists of the null solutions to the operator −LA + iLN = ia(∂b + i∂a), that is in the
essence the Cauchy–Riemann operator in the upper half-plane.

EXAMPLE II.5.8. In the above setting, the function p(x) = 1
π

1
x2+1 is a null solution

of the operator:

(dρA)2 − dρA + (dρN)2 = 2I+ 4x
d

dx
+ (1+ x2)

d2

dx2
.

The covariant transform with the mother wavelet p(x) is the Poisson integral, its values
are null solutions to the operator (LA)2 − LA + (LN)2 = a2(∂2b + ∂2a)—the Laplace
operator.

EXAMPLE II.5.9. Using the setup of the previous Examples, we observe that the
Gaussian e−x

2/2 is the null solution of the operator dρA + (dρN)2 = I + x d
dx

+ d2

dx2
.

Therefore, the covariant transform with the Gaussian as a mother wavelet consists of
the null solutions to the operator LA+(LN)2 = a(∂a+a∂

2
b), that is a parabolic equation

related to the heat equation (I.11.12). The second null-solution to the operator dρA +

(dρN)2 is erf(ix)e−x
2/2, where the error function erf satisfies to the identity erf ′(x) =

e−x
2/2. For the normalised mother wavelet, the corresponding wavelet transform is:

[Wϕ](a,b) =
1√
2π

∫
R
ϕ(ax+ b) e−x

2/2 dx

=
1√
2πa

∫
R
ϕ(y) exp

(
−
(y− b)2

2a2

)
dy.(II.5.3)

It consists of null-solutions [Wϕ](a,b) to the operator ∂a + a∂2b as mentioned above.
To obtain solutions f(x, t) of the heat equation ∂t−k∂2x (I.11.12) we can use the change
of variables: f(x, t) = [Wϕ](2

√
kt, x). Then the wavelet transform (II.5.3) mutates to

the integral formula (I.11.13).

EXAMPLE II.5.10. The fiducial functional Fm (II.6.25) is a null solution of the fol-
lowing functional equation:

Fm − Fm ◦ ρ∞(12 ,
1
2 ) − Fm ◦ ρ∞(12 ,−

1
2 ) = 0.
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Consequently, the image of wavelet transform Wm
p (II.6.26) consists of functions which

solve the equation:

(I− R(12 ,
1
2 ) − R(

1
2 ,−

1
2 ))f = 0 or f(a,b) = f(12a,b+

1
2a) + f(

1
2a,b−

1
2a).

The last relation is the key to the dyadic cubes technique, see for example [108, Ch. VII,
Thm. 1.1] or the picture on the front cover of this book.

The moral of the above Examples II.6.35–II.6.37 is: there is a significant freedom
in choice of the covariant transforms. However, some fiducial functionals has special
properties, which suggest the suitable technique (e.g., analytic, harmonic, dyadic, etc.)
following from this selection.

There is a statement which extends Corollary II.6.34 from differential operators to
integro-differential ones. We will formulate it for the wavelets setting.

COROLLARY II.5.11. Let G be a group and ρ be a unitary representation of G, which
can be extended to a vector space V of functions or distributions on G. Let a mother wavelet
w ∈ V ′ satisfy the equation ∫

G

a(g) ρ(g)wdg = 0,

for a fixed distribution a(g) and a (not necessarily invariant) measure dg. Then any wavelet
transform F(g) = Wf(g) = ⟨f, ρ(g)w⟩ obeys the condition:

DF = 0, where D =

∫
G

ā(g)R(g)dg,

with R being the right regular representation of G.

Clearly, the Corollary II.6.34 is a particular case of the Corollary IV.5.3 with a dis-
tribution a, which is a combination of derivatives of Dirac’s delta functions. The last
Corollary will be illustrated at the end of Section III.1.2.

REMARK II.5.12. We note that Corollaries II.6.34 and IV.5.3 are true whenever we
have an intertwining property between ρ with the right regular representation of G.

II.5.2. Induced Wavelet Transform and Cauchy Integral

We again use the general scheme from Subsection II.3.2. The ax + b group is iso-
morphic to a subgroups of SL2(R) consisting of the lower-triangular matrices:

F =

{
1√
a

(
a 0
b 1

)
, a > 0

}
.

The corresponding homogeneous space X = SL2(R)/F is one-dimensional and can be
parametrised by a real number. The natural projection p : SL2(R) → R and its left
inverse s : R → SL2(R) can be defined as follows:

(II.5.4) p :

(
a b
c d

)
7→ b

d
, s : u 7→

(
1 u
0 1

)
.

Thus we calculate the corresponding map r : SL2(R)→ F, see Subsection ??:

(II.5.5) r :

(
a b
c d

)
7→
(
d−1 0
c d

)
.
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Therefore the action of SL2(R) on the real line is exactly the Möbius map (I.1.1):

g : u 7→ p(g−1 ∗ s(u)) = au+ b

cu+ d
, where g−1 =

(
a b
c d

)
.

We also calculate that

r(g−1 ∗ s(u)) =
(
(cu+ d)−1 0

c cu+ d

)
.

To build an induced representation we need a character of the affine group. A
generic character of F is a power of its diagonal element:

ρκ

(
a 0
c a−1

)
= aκ.

Thus the corresponding realisation of induced representation (II.3.6) is:

(II.5.6) ρκ(g) : f(u) 7→
1

(cu+ d)κ
f

(
au+ b

cu+ d

)
where g−1 =

(
a b
c d

)
.

The only freedom remaining by the scheme is in a choice of a value of number κ and the
corresponding functional space where our representation acts. At this point we have
a wider choice of κ than it is usually assumed: it can belong to different hypercomplex
systems.

One of the important properties which would be nice to have is the unitarity of the
representation (II.5.6) with respect to the standard inner product:

⟨f1, f2⟩ =
∫
R2

f1(u)f̄2(u)du.

A change of variables x = au+b
cu+d in the integral suggests the following property is

necessary and sufficient for that:

(II.5.7) κ+ κ̄ = 2.

A mother wavelet for an induced wavelet transform shall be an eigenvector for
the action of a subgroup H̃ of SL2(R), see (II.5.1). Let us consider the most common
case of H̃ = K and take the infinitesimal condition with the derived representation:
dρZnw0 = λw0, since Z (II.3.13) is the generator of the subgroup K. In other word the
restriction of w0 to a K-orbit should be given by eλt in the exponential coordinate t
along the K-orbit. However we usually need its expression in other “more natural”
coordinates. For example [195], an eigenvector of the derived representation of dρZn
should satisfy the differential equation in the ordinary parameter x ∈ R:

(II.5.8) −κxf(x) − f ′(x)(1+ x2) = λf(x).

The equation does not have singular points, the general solution is globally defined
(up to a constant factor) by:

(II.5.9) wλ,κ(x) =
1

(1+ x2)κ/2

(
x− i

x+ i

)iλ/2

=
(x− i)(iλ−κ)/2

(x+ i)(iλ+κ)/2
.
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To avoid multivalent functions we need 2π-periodicity along the exponential coordin-
ate on K. This implies that the parameterm = −iλ is an integer. Therefore the solution
becomes:

(II.5.10) wm,κ(x) =
(x+ i)(m−κ)/2

(x− i)(m+κ)/2
.

The corresponding wavelets resemble the Cauchy kernel normalised to the invariant
metric in the Lobachevsky half-plane:

wm,κ(u, v; x) = ρFκ(s(u, v))wm,κ(x) = v
κ/2 (x− u+ iv)(m−κ)/2

(x− u− iv)(m+κ)/2

Therefore the wavelet transform (II.6.18) from function on the real line to functions on
the upper half-plane is:

f̂(u, v) =
〈
f, ρFκ(u, v)wm,κ

〉
= vκ̄/2

∫
R
f(x)

(x− (u+ iv))(m−κ)/2

(x− (u− iv))(m+κ)/2
dx.

Introduction of a complex variable z = u+ iv allows to write it as:

(II.5.11) f̂(z) = (ℑz)κ̄/2
∫
R
f(x)

(x− z)(m−κ)/2

(x− z̄)(m+κ)/2
dx.

According to the general theory this wavelet transform intertwines representations
ρFκ (II.5.6) on the real line (induced by the character aκ of the subgroup F) and ρKm (II.3.8)
on the upper half-plane (induced by the character eimt of the subgroup K).

II.5.3. The Cauchy-Riemann (Dirac) and Laplace Operators

Ladder operators L± = ±iA+B act by raising/lowering indexes of theK-eigenfunctions
wm,κ (II.5.9), see Subsection II.3.3. More explicitly [195]:

(II.5.12) dρL
±

κ : wm,κ 7→ −
i

2
(m± κ)wm±2,κ.

There are two possibilities here: m ± κ is zero for some m or not. In the first case
the chain (II.5.12) of eigenfunction wm,κ terminates on one side under the transitive
action (II.3.16) of the ladder operators; otherwise the chain is infinite in both direc-
tions. That is, the valuesm = ∓κ and only those correspond to the maximal (minimal)
weight function w∓κ,κ(x) = 1

(x±i)κ ∈ L2(R), which are annihilated by L±:

dρL
±

κ w∓κ,κ = (±idρAκ + dρBκ )w∓κ,κ = 0.(II.5.13)

By the Cor. II.6.34 for the mother waveletsw∓κ,κ, which are annihilated by (II.5.13),
the images of the respective wavelet transforms are null solutions to the left-invariant
differential operator D± = LL± :

(II.5.14) D± = ∓iLA + LB = − iκ
2 + v(∂u ± i∂v).

This is a conformal version of the Cauchy–Riemann equation. The second order
conformal Laplace-type operators ∆+ = LL−LL+ and ∆− = LL+LL− are:

(II.5.15) ∆± = (v∂u − iκ
2 )

2 + v2∂2v ± κ
2 .
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For the mother waveletswm,κ in (II.5.13) such thatm = ∓κ the unitarity condition
κ + κ̄ = 2, see (II.5.7), together with m ∈ Z implies κ = ∓m = 1. In such a case the
wavelet transforms (II.5.11) are:

(II.5.16) f̂+(z) = (ℑz)
1
2

∫
R

f(x)dx

x− z
and f̂−(z) = (ℑz)

1
2

∫
R

f(x)dx

x− z̄
,

for w−1,1 and w1,1 respectively. The first one is the Cauchy integral formula up to the
factor 2πi

√
ℑz. Clearly, one integral is the complex conjugation of another. Moreover,

the minimal/maximal weight cases can be intertwined by the following automorph-
ism of the Lie algebra sl2:

A→ B, B→ A, Z→ −Z.

As explained before f̂±(w) are null solutions to the operators D± (II.5.14) and
∆± (II.5.15). These transformations intertwine unitary equivalent representations on
the real line and on the upper half-plane, thus they can be made unitary for proper
spaces. This is the source of two faces of the Hardy spaces: they can be defined either
as square-integrable on the real line with an analytic extension to the half-plane, or
analytic on the half-plane with square-integrability on an infinitesimal displacement
of the real line.

For the third possibility,m±κ ̸= 0, there is no an operator spanned by the derived
representation of the Lie algebra sl2 which kills the mother wavelet wm,κ. However
the remarkable Casimir operator C = Z2 − 2(L−L+ + L+L−), which spans the centre of
the universal enveloping algebra of sl2 [240, § X.1; 321, § 8.1], produces a second order
operator which does the job. Indeed from the identities (II.5.12) we get:

(II.5.17) dρCκwm,κ = (2κ− κ2)wm,κ.

Thus we get dρCκwm,κ = 0 for κ = 2 or 0. The mother wavelet w0,2 turns to be the
Poisson kernel [114, Ex. 1.2.17]. The associated wavelet transform

(II.5.18) f̂(z) = ℑz

∫
R

f(x)dx

|x− z|2

consists of null solutions of the left-invariant second-order Laplacian, image of the
Casimir operator, cf. (II.5.15):

∆(:= LC) = v2∂2u + v2∂2v.

Another integral formula producing solutions to this equation delivered by the mother
wavelet wm,0 with the value κ = 0 in (II.5.17):

(II.5.19) f̂(z) =

∫
R
f(x)

(
x− z

x− z̄

)m/2
dx.

Furthermore, we can introduce higher order differential operators. The functions
w∓2m+1,1 are annihilated by n-th power of operator dρL

±

κ with 1 ⩽ m ⩽ n. By
the Cor. II.6.34 the the image of wavelet transform (II.5.11) from a mother wavelet∑n

1 amw∓2m,1 will consist of null-solutions of the n-th power Dn± of the conformal
Cauchy–Riemann operator (II.5.14). They are a conformal flavour of polyanalytic func-
tions [16].
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We can similarly look for mother wavelets which are eigenvectors for other types
of one dimensional subgroups. Our consideration of subgroup K is simplified by sev-
eral facts:

• The parameter κ takes only complex values.
• The derived representation does not have singular points on the real line.

For both subgroups A′ and N ′ this will not be true. The further consideration will be
given in [195].

II.5.4. The Taylor Expansion

Consider an induced wavelet transform generated by a Lie groupG, its representa-
tion ρ and a mother waveletwwhich is an eigenvector of a one-dimensional subgroup
H̃ ⊂ G. Then by Prop. II.6.33 the wavelet transform intertwines ρ with a representation
ρH̃ induced by a character of H̃.

If the mother wavelet is itself in the domain of the induced wavelet transform then
the chain (II.3.16) of H̃-eigenvectors wm will be mapped to the similar chain of their
images ŵm. The corresponding derived induced representation dρH̃ produces ladder
operators with the transitive action of the ladder operators on the chain of ŵm. Then
the vector space of “formal power series”:

(II.5.20) f̂(z) =
∑
m∈Z

amŵm(z)

is a module for the Lie algebra of the group G.
Coming back to the case of the group G = SL2(R) and subgroup H̃ = K. Images

ŵm,1 of the eigenfunctions (II.5.10) under the Cauchy integral transform (II.5.16) are:

ŵm,1(z) = (ℑz)1/2
(z+ i)(m−1)/2

(z− i)(m+1)/2
.

They are eigenfunctions of the derived representation on the upper half-plane and
the action of ladder operators is given by the same expressions (II.5.12). In particular,
the sl2-module generated by ŵ1,1 will be one-sided since this vector is annihilated by
the lowering operator. Since the Cauchy integral produces an unitary intertwining
operator between two representations we get the following variant of Taylor series:

f̂(z) =

∞∑
m=0

cmŵm,1(z), where cm = ⟨f,wm,1⟩ .

For two other types of subgroups, representations and mother wavelets this scheme
shall be suitably adapted and detailed study will be presented elsewhere [195].

II.5.5. Wavelet Transform in the Unit Disk and Other Domains

We can similarly construct an analytic function theories in unit disks, including
parabolic and hyperbolic ones [191]. This can be done simply by an application of the
Cayley transform to the function theories in the upper half-plane. Alternatively we can
apply the full procedure for properly chosen groups and subgroups. We will briefly
outline such a possibility here, see also [170].
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Elements of SL2(R) can be also represented by 2×2-matrices with complex entries
such that, cf. Example II.4.24:

g =

(
α β̄
β ᾱ

)
, g−1 =

(
ᾱ −β̄
−β α

)
, |α|2 − |β|2 = 1.

This realisations of SL2(R) (or rather SU(2,C)) is more suitable for function theory
in the unit disk. It is obtained from the form, which we used before for the upper
half-plane, by means of the Cayley transform [191, § 8.1].

We may identify the unit disk D with the homogeneous space SL2(R)/T for the
unit circle T through the important decomposition SL2(R) ∼ D × T with K = T—the
compact subgroup of SL2(R):(

α β̄
β ᾱ

)
= |α|

(
1 β̄ᾱ−1

βα−1 1

)( α
|α|

0

0 ᾱ
|α|

)
(II.5.21)

=
1√

1− |u|2

(
1 u
ū 1

)(
eix 0
0 e−ix

)
,

where
x = argα, u = β̄ᾱ−1, |u| < 1.

Each element g ∈ SL2(R) acts by the linear-fractional transformation (the Möbius map)
on D and T H2(T) as follows:

(II.5.22) g : z 7→ αz+ β

β̄z+ ᾱ
, where g =

(
α β
β̄ ᾱ

)
.

In the decomposition (II.5.21) the first matrix on the right hand side acts by transform-
ation (II.5.22) as an orthogonal rotation of T or D; and the second one—by transitive
family of maps of the unit disk onto itself.

The representation induced by a complex-valued character χk(z) = z−k of T ac-
cording to the Section II.3.2 is:

(II.5.23) ρk(g) : f(z) 7→
1

(α− βz)k
f

(
ᾱz− β̄

α− βz

)
where g =

(
α β
β̄ ᾱ

)
.

The representation ρ1 is unitary on square-integrable functions and irreducible on the
Hardy space on the unit circle.

We choose [173,175] K-invariant function v0(z) ≡ 1 to be a vacuum vector. Thus the
associated coherent states

v(g, z) = ρ1(g)v0(z) = (u− z)−1

are completely determined by the point on the unit disk u = β̄ᾱ−1. The family of
coherent states considered as a function of both u and z is obviously the Cauchy ker-
nel [170]. The wavelet transform [170, 173] W : L2(T) → H2(D) : f(z) 7→ Wf(g) = ⟨f, vg⟩
is the Cauchy integral:

(II.5.24) Wf(u) =
1

2πi

∫
T
f(z)

1

u− z
dz.
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This approach can be extended to arbitrary connected simply-connected domain.
Indeed, it is known that Möbius maps is the whole group of biholomorphic auto-
morphisms of the unit disk or upper half-plane. Thus we can state the following co-
rollary from the Riemann mapping theorem:

COROLLARY II.5.13. The group of biholomorphic automorphisms of a connected simply
connected domain with at least two points on its boundary is isomorphic to SL2(R).

If a domain is non-simply connected, then the group of its biholomorphic mapping
can be trivial [27, 257]. However we may look for a rich group acting on function
spaces rather than on geometric sets. Let a connected non-simply connected domain
D be bounded by a finite collection of non-intersecting contours Γi, i = 1, . . . ,n. For
each Γi consider the isomorphic image Gi of the SL2(R) group which is defined by the
Corollary II.5.13. Then define the group G = G1 × G2 × . . . × Gn and its action on
L2(∂D) = L2(Γ1)⊕ L2(Γ2)⊕ . . .⊕ L2(Γn) through the Moebius action of Gi on L2(Γi).

EXAMPLE II.5.14. Consider an annulus defined by r < |z| < R. It is bounded by
two circles: Γ1 = {z : |z| = r} and Γ2 = {z : |z| = R}. For Γ1 the Möbius action of SL2(R) is(

α β̄
β ᾱ

)
: z 7→ αz+ β̄/r

βz/r+ ᾱ
, where |α|2 − |β|2 = 1,

with the respective action on Γ2. Those action can be linearised in the spaces L2(Γ1)
and L2(Γ2). If we consider a subrepresentation reduced to analytic function on the
annulus, then one copy of SL2(R) will act on the part of functions analytic outside of
Γ1 and another copy—on the part of functions analytic inside of Γ2.

Thus all classical objects of complex analysis (the Cauchy-Riemann equation, the
Taylor series, the Bergman space, etc.) for a rather generic domain D can be also ob-
tained from suitable representations similarly to the case of the upper half-plane [170,
175].



LECTURE II.6

Affine Group: the Real and Complex Techniques in
Harmonic Analysis

In this chapter we reviews complex and real techniques in harmonic analysis. We
demonstrated that both, real and complex, techniques in harmonic analysis have the
same group-theoretical origin: the covariant transform generated by the affine group.
Moreover, they are complemented by the wavelet construction. Therefore, there is no
any confrontation between these approaches and they can be lined up as in Table II.6.1.
In other words, the binary opposition of the real and complex methods resolves via
Kant’s triad thesis-antithesis-synthesis: complex-real-covariant.

II.6.1. Introduction

There are two main approaches in harmonic analysis on the real line. The real
variables technique uses various maximal functions, dyadic cubes and, occasionally,
the Poisson integral [314]. The complex variable technique is based on the Cauchy
integral and fine properties of analytic functions [264, 265].

Both methods seem to have clear advantages. The real variable technique:
i. does not require an introduction of the imaginary unit for a study of real-

valued harmonic functions of a real variable (Occam’s Razor: among com-
peting hypotheses, the one with the fewest assumptions should be selected);

ii. allows a straightforward generalization to several real variables.
By contrast, access to the beauty and power of analytic functions (e.g., Möbius trans-
formations, factorisation of zeroes, etc. [231]) is the main reason to use the complex
variable technique. A posteriori, a multidimensional analytic version was also dis-
covered [252], it is based on the monogenic Clifford-valued functions [49].

Therefore, propensity for either techniques becomes a personal choice of a re-
searcher. Some of them prefer the real variable method, explicitly cleaning out any
reference to analytic or harmonic functions [314, Ch. III, p. 88]. Others, e.g. [68, 233],
happily combine the both techniques. However, the reasons for switching between
two methds at particular places may look mysterious.

The purpose of the present paper is to revise the origins of the real and complex
variable techniques. Thereafter, we describe the common group-theoretical root of
both. Such a unification deepens our understanding of both methods and illuminates
their interaction.

REMARK II.6.1. In this paper, we consider only examples which are supported by
the affine group Aff of the real line. In the essence, Aff is the semidirect product of

275



276 II.6. AFFINE GROUP: THE REAL AND COMPLEX TECHNIQUES IN HARMONIC ANALYSIS

the group of dilations acting on the group of translations. Thus, our consideration can
be generalized to the semidirect product of dilations and homogeneous (nilpotent) Lie
groups, cf. [103,201]. Other important extensions are the group SL2(R) and associated
hypercomplex algebras, see Rems. II.6.6, II.6.17 and [191, 197, 198]. However, we do
not aim here to a high level of generality, it can be developed in subsequent works
once the fundamental issues are sufficiently clarified.

II.6.2. Two approaches to harmonic analysis

As a starting point of our discussion, we provide a schematic outline of complex
and real variables techniques in the one-dimensional harmonic analysis. The applic-
ation of complex analysis may be summarised in the following sequence of principal
steps:

Integral transforms.: For a function f ∈ Lp(R), we apply the Cauchy or Poisson
integral transforms:

[Cf](x+ iy) =
1

2πi

∫
R

f(t)

t− (x+ iy)
dt ,(II.6.1)

[Pf](x,y) =
1

π

∫
R

y

(t− x)2 + y2
f(t)dt .(II.6.2)

An equivalent transformation on the unit circle replaces the Fourier series∑
k cke

ikt by the Taylor series
∑∞
k=0 ckz

k in the complex variable z = reit, 0 ⩽
r < 1. It is used for the Abel summation of trigonometric series [344, § III.6].
Some other summations methods are in use as well [245].

Domains.: Above integrals (II.6.1)–(II.6.2) map the domain of functions from
the real line to the upper half-plane, which can be conveniently identified
with the set of complex numbers having a positive imaginary part. The larger
domain allows us to inspect functions in greater details.

Differential operators.: The image of integrals (II.6.1) and (II.6.2) consists of
functions,belonging to the kernel of the Cauchy–Riemann operator ∂z̄ and
Laplace operator ∆ respectively, i.e.:

(II.6.3) ∂z̄ =
∂

∂x
+ i

∂

∂y
, ∆ =

∂2

∂x2
+
∂2

∂y2
.

Such functions have numerous nice properties in the upper half-plane, e.g.
they are infinitely differentiable, which make their study interesting and fruit-
ful.

Boundary values and SIO.: To describe properties of the initial function f on
the real line we consider the boundary values of [Cf](x + iy) or [Pf](x,y), i.e.
their limits as y→ 0 in some sense. The Sokhotsky–Plemelj formula provides
the boundary value of the Cauchy integral [257, (2.6.6)]:

(II.6.4) [Cf](x, 0) =
1

2
f(x) +

1

2πi

∫
R

f(t)

t− x
dt.
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The last term is a singular integral operator defined through the principal
value in the Cauchy sense:

(II.6.5)
1

2πi

∫
R

f(t)

t− x
dt = lim

ε→0

1

2πi

x−ε∫
−∞

+

∞∫
x+ε

f(t)

t− x
dt .

For the Abel summation the boundary values are replaced by the limit as
r→ 1− in the series

∑∞
k=0 ck(re

it)k.
Hardy space.: Sokhotsky–Plemelj formula (II.6.4) shows, that the boundary value

[Cf](x, 0) may be different from f(x). The vector space of functions f(x) such
that [Cf](x, 0) = f(x) is called the Hardy space on the real line [264, A.6.3].

Summing up this scheme: we replace a function (distribution) on the real line by a
nicer (analytic or harmonic) function on a larger domain—the upper half-plane. Then,
we trace down properties of the extensions to its boundary values and, eventually, to
the initial function.

The real variable approach does not have a clearly designated path in the above
sense. Rather, it looks like a collection of interrelated tools, which are efficient for
various purposes. To highlight similarity and differences between real and complex
analysis, we line up the elements of the real variable technique in the following way:

Hardy–Littlewood maximal function: is, probably, the most important compon-
ent [54; 108, § I.4; 231, § VIII.B.1; 314, Ch. 2] of this technique. The maximal
function fM is defined on the real line by the identity:

(II.6.6) fM(t) = sup
a>0

 1

2a

t+a∫
t−a

|f (x)| dx

 .

Domain: is not apparently changed, the maximal function fM is again defined
on the real line. However, an efficient treatment of the maximal functions
requires consideration of tents [314, § II.2], which are parametrised by their
vertices, i.e. points (a,b), a > 0, of the upper half-plane. In other words, we

repeatedly need values of all integrals 1
2a

t+a∫
t−a

|f (x)| dx, rather than the single

value of the supremum over a.
Littlewood–Paley theory: [68, § 3] and associated dyadic squares technique [108,

Ch. VII, Thm. 1.1; 314, § IV.3] as well as stopping time argument [108, Ch. VI,
Lem. 2.2] are based on bisection of a function’s domain into two equal parts.

SIO: is a natural class of bounded linear operators in Lp(R). Moreover, maximal
operatorM : f→ fM (II.6.6) and singular integrals are intimately related [314,
Ch. I].

Hardy space: can be defined in several equivalent ways from previous notions.
For example, it is the class of such functions that their image under maximal
operator (II.6.6) or singular integral (II.6.5) belongs to Lp(R) [314, Ch. III].

The following discussion will line up real variable objects along the same axis as com-
plex variables. We will summarize this in Table II.6.1.
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II.6.3. Affine group and its representations

It is hard to present harmonic analysis and wavelets without touching the affine
group one way or another, e.g. through the doubling condition on the measure, cf. [340].
Unfortunately, many sources only mention the group and do not use it explicitly. On
the other hand, it is equally difficult to speak about the affine group without a reference
to results in harmonic analysis: two theories are intimately intertwined. In this section
we collect fundamentals of the affine group and its representations, which are not yet
a standard background of an analyst.

Let G = Aff be the ax+ b (or the affine) group [5, § 8.2], which is represented (as a
topological set) by the upper half-plane {(a,b) | a ∈ R+, b ∈ R}. The group law is:

(II.6.7) (a,b) · (a ′,b ′) = (aa ′,ab ′ + b).

As any other group, Aff has the left regular representation by shifts on functions Aff → C:

(II.6.8) Λ(a,b) : f(a ′,b ′) 7→ f(a,b)(a
′,b ′) = f

(
a ′

a
,
b ′ − b
a

)
.

A left invariant measure on Aff is dg = a−2 dadb, g = (a,b). By the definition, the
left regular representation (II.6.8) acts by unitary operators on L2(Aff,dg). The group
is not unimodular and a right invariant measure is a−1 dadb.

There are two important subgroups of the ax+ b group:

(II.6.9) A = {(a, 0) ∈ Aff | a ∈ R+} and N = {(1,b) ∈ Aff | b ∈ R}.

An isometric representation of Aff on Lp(R) is given by the formula:

(II.6.10) [ρp(a,b) f](x) = a
− 1

p f

(
x− b

a

)
.

Here, we identify the real line with the subgroup N or, even more accurately, with the
homogeneous space Aff/N [92, § 2]. This representation is known as quasi-regular for
its similarity with (II.6.8). The action of the subgroup N in (II.6.10) reduces to shifts,
the subgroup A acts by dilations.

REMARK II.6.2. The ax + b group definitely escapes Occam’s Razor in harmonic
analysis, cf. the arguments against the imaginary unit in the Introduction. Indeed,
shifts are required to define convolutions on Rn, and an approximation of the iden-
tity [314, § I.6.1] is a convolution with the dilated kernel. The same scaled convolutions
define the fundamental maximal functions, see [314, § III.1.2] cf. Example II.6.43 below.
Thus, we can avoid usage of the upper half-plane C+, but the same set will anyway
re-invent itself in the form of the ax+ b group.

The representation (II.6.10) in L2(R) is reducible and the space can be split into
irreducible subspaces. Following the philosophy presented in the Introduction to the
paper [203, § 1] we give the following

DEFINITION II.6.3. For a representation ρ of a group G in a space V , a generalized
Hardy spaceH is an ρ-irreducible (or ρ-primary, as discussed in Section II.6.7) subspace
of V .
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EXAMPLE II.6.4. Let G = Aff and the representation ρp be defined in V = Lp(R)
by (II.6.10). Then the classical Hardy spacesHp(R) are ρp-irreducible, thus are covered
by the above definition.

Some ambiguity in picking the Hardy space out of all (well, two, as we will see
below) irreducible components is resolved by the traditional preference.

REMARK II.6.5. We have defined the Hardy space completely in terms of repres-
entation theory of ax + b group. The traditional descriptions, via the Fourier trans-
form or analytic extensions, will be corollaries in our approach, see Prop. II.6.7 and
Example II.6.35.

REMARK II.6.6. It is an interesting and important observation, that the Hardy
space in Lp(R) is invariant under the action of a larger group SL2(R), the group of
2 × 2 matrices with real entries and determinant equal to 1, the group operation co-
incides with the multiplication of matrices. The ax + b group is isomorphic to the
subgroup of the upper-triangular matrices in SL2(R). The group SL2(R) has an iso-
metric representation in Lp(R):

(II.6.11)
(
a b
c d

)
: f(x) 7→ 1

|a− cx|
2
p

f

(
dx− b

a− cx

)
,

which produces quasi-regular representation (II.6.10) by the restriction to upper-triangular
matrices. The Hardy space Hp(R) is invariant under the above action as well. Thus,
SL2(R) produces a refined version in comparison with the harmonic analysis of the
ax + b group considered in this paper. Moreover, as representations of the ax + b
group are connected with complex numbers, the structure of SL2(R) links all three
types of hypercomplex numbers [191; 197, § 3; 198, § 3.3.4], see also Rem. II.6.17.

To clarify a decomposition of Lp(R) into irreducible subspaces of representation (II.6.10)
we need another realization of this representation. It is called co-adjoint and is related
to the orbit method of Kirillov [105, § 6.7.1; 162, § 4.1.4]. Again, this isometric represent-
ation can be defined on Lp(R) by the formula:

(II.6.12) [(a,b) f](λ) = a
1
p e−2πibλf(aλ).

Since a > 0, there is an obvious decomposition into invariant subspaces of :

(II.6.13) Lp(R) = Lp(−∞, 0)⊕ Lp(0,∞).

It is possible to demonstrate, that these components are irreducible. This decomposi-
tion has a spatial nature, i.e., the subspaces have disjoint supports. Each half-line can
be identified with the subgroup A or with the homogeneous space Aff/N.

The restrictions and of the co-adjoint representation to invariant subspaces (II.6.13)
for p = 2 are not unitary equivalent. Any irreducible unitary representation of Aff is
unitary equivalent either to or . Although there is no intertwining operator between
and , the map:

(II.6.14) J : Lp(R)→ Lp(R) : f(λ) 7→ f(−λ),
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has the property

(II.6.15) (a,−b) ◦ J = J ◦ (a,b)
which corresponds to the outer automorphism (a,b) 7→ (a,−b) of Aff .

As was already mentioned, for the Hilbert space L2(R), representations (II.6.10)
and (II.6.12) are unitary equivalent, i.e., there is a unitary intertwining operator between
them. We may guess its nature as follows. The eigenfunctions of the operators ρ2(1,b)
are e2πiωx and the eigenfunctions of (1,b) are δ(λ − ω). Both sets form “continuous
bases” of L2(R) and the unitary operator which maps one to another is the Fourier
transform:

(II.6.16) F : f(x) 7→ f̂(λ) =

∫
R
e−2πiλx f(x)dx.

Although, the above arguments were informal, the intertwining property Fρ2(a,b) =
(1,b)F can be directly verified by the appropriate change of variables in the Fourier
transform. Thus, cf. [264, Lem. A.6.2.2]:

PROPOSITION II.6.7. The Fourier transform maps irreducible invariant subspaces H2

and H⊥
2 of (II.6.10) to irreducible invariant subspaces L2(0,∞) = F(H2) and L2(−∞, 0) =

F(H⊥
2 ) of co-adjoint representation (II.6.12). In particular, L2(R) = H2 ⊕H⊥

2 .

Reflection J (II.6.14) anticommutes with the Fourier transform: FJ = −JF. Thus,
J also interchange the irreducible components ρ+p and ρ−p of quasi-regular representa-
tion (II.6.10) according to (II.6.15).

Summing up, the unique rôle of the Fourier transform in harmonic analysis is
based on the following facts from the representation theory. The Fourier transform

• intertwines shifts in quasi-regular representation (II.6.10) to operators of mul-
tiplication in co-adjoint representation (II.6.12);
• intertwines dilations in (II.6.10) to dilations in (II.6.12);
• maps the decomposition L2(R) = H2 ⊕ H⊥

2 into spatially separated spaces
with disjoint supports;
• anticommutes with J, which interchanges ρ+2 and ρ−2 .

Armed with this knowledge we are ready to proceed to harmonic analysis.

II.6.4. Covariant transform

We make an extension of the wavelet construction defined in terms of group rep-
resentations. See [159] for a background in the representation theory, however, the
only treated case in this paper is the ax+ b group.

DEFINITION II.6.8. [192, 197] Let ρ be a representation of a group G in a space V
and F be an operator acting from V to a space U. We define a covariant transform W

ρ
F

acting from V to the space L(G,U) of U-valued functions on G by the formula:

(II.6.17) W
ρ
F : v 7→ v̂(g) = F(ρ(g−1)v), v ∈ V, g ∈ G.

The operator F will be called a fiducial operator in this context (cf. the fiducial vector
in [220]).
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We may drop the sup/subscripts from W
ρ
F if the functional F and/or the repres-

entation ρ are clear from the context.

REMARK II.6.9. We do not require that the fiducial operator F be linear. Sometimes
the positive homogeneity, i.e. F(tv) = tF(v) for t > 0, alone can be already sufficient,
see Example II.6.14.

REMARK II.6.10. It looks like the usefulness of the covariant transform is in the
reverse proportion to the dimension of the space U. The covariant transform encodes
properties of v in a function W

ρ
Fv on G, which is a scalar-valued function if dimU = 1.

However, such a simplicity is not always possible. Moreover, the paper [201] gives an
important example of a covariant transform which provides a simplification even in
the case dimU = dimV .

We start the list of examples with the classical case of the group-theoretical wavelet
transform.

EXAMPLE II.6.11. [5, 95, 95, 173, 220, 279] Let V be a Hilbert space with an inner
product ⟨·, ·⟩ and ρ be a unitary representation of a groupG in the space V . Let F : V →
C be the functional v 7→ ⟨v, v0⟩ defined by a vector v0 ∈ V . The vector v0 is often called
the mother wavelet in areas related to signal processing, the vacuum state in the quantum
framework, etc.

In this set-up, transformation (II.6.17) is the well-known expression for a wavelet
transform [5, (7.48)] (or representation coefficients):

(II.6.18) W : v 7→ ṽ(g) =
〈
ρ(g−1)v, v0

〉
= ⟨v, ρ(g)v0⟩ , v ∈ V, g ∈ G.

The family of the vectors vg = ρ(g)v0 is called wavelets or coherent states. The image of
(II.6.18) consists of scalar valued functions on G.

This scheme is typically carried out for a square integrable representation ρ with
v0 being an admissible vector [5, 63, 87, 95, 106, 279], i.e. satisfying the condition:

(II.6.19) 0 < ∥ṽ0∥2 =

∫
G

|⟨v0, ρ2(g)v0⟩|2 dg <∞.

In this case the wavelet (covariant) transform is a map into the square integrable func-
tions [87] with respect to the left Haar measure on G. The map becomes an isometry
if v0 is properly scaled. Moreover, we are able to recover the input v from its wavelet
transform through the reconstruction formula, which requires an admissible vector as
well, see Example II.6.20 below. The most popularized case of the above scheme is
provided by the affine group.

EXAMPLE II.6.12. For the ax+b group, representation (II.6.10) is square integrable
for p = 2. Any function v0, such that its Fourier transform v̂0(λ) satisfies

(II.6.20)

∞∫
0

|v̂0(λ)|
2

λ
dλ <∞,

is admissible in the sense of (II.6.19) [5, § 12.2]. The continuous wavelet transform is gen-
erated by representation (II.6.10) acting on an admissible vector v0 in expression (II.6.18).
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The image of a function from L2(R) is a function on the upper half-plane square integ-
rable with respect to the measure a−2 dadb. There are many examples [5, § 12.2] of
useful admissible vectors, say, the Mexican hat wavelet: (1− x2)e−x

2/2. For sufficiently
regular v̂0 admissibility (II.6.20) of v0 follows by a weaker condition

(II.6.21)
∫
R
v0(x)dx = 0.

We dedicate Section II.6.8 to isometric properties of this transform.

However, square integrable representations and admissible vectors do not cover
all interesting cases.

EXAMPLE II.6.13. For the above G = Aff and representation (II.6.10), we consider
the operators F± : Lp(R)→ C defined by:

(II.6.22) F±(f) =
1

πi

∫
R

f(x)dx

i∓ x .

In L2(R) we note that F+(f) = ⟨f, c⟩, where c(x) = 1
πi

1
i+x . Computing the Fourier

transform ĉ(λ) = χ(0,+∞)(λ) e
−λ, we see that c̄ ∈ H2(R). Moreover, ĉ does not satisfy

admissibility condition (II.6.20) for representation (II.6.10).
Then, covariant transform (II.6.17) is Cauchy integral (II.6.1) from Lp(R) to the

space of functions f̃(a,b) such that a−
1
p f̃(a,b) is in the Hardy space on the upper-

/lower half-plane Hp(R2
±) [264, § A.6.3]. Due to inadmissibility of c(x), the complex

analysis become decoupled from the traditional wavelet theory.
Many important objects in harmonic analysis are generated by inadmissible mother

wavelets like (II.6.22). For example, the functionals P = 1
2 (F++F−) andQ = 1

2i (F+−F−)
are defined by kernels:

p(x) =
1

2πi

(
1

i− x
+

1

i+ x

)
=

1

π

1

1+ x2
,(II.6.23)

q(x) = −
1

2π

(
1

i− x
−

1

i+ x

)
= −

1

π

x

1+ x2
(II.6.24)

which are Poisson kernel (II.6.2) and the conjugate Poisson kernel [108, § III.1; 114, § 4.1;
231, Ch. 5; 264, § A.5.3], respectively. Another interesting non-admissible vector is the
Gaussian e−x2 .

EXAMPLE II.6.14. A step in a different direction is a consideration of non-linear
operators. Take again the ax + b group and its representation (II.6.10). We define F to
be a homogeneous (but non-linear) functional V → R+:

(II.6.25) Fm(f) =
1

2

1∫
−1

|f(x)| dx.
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Covariant transform (II.6.17) becomes:

(II.6.26) [Wm
p f](a,b) = F(ρp(

1
a
,− 1

b
)f) =

1

2

1∫
−1

∣∣∣a 1
p f (ax+ b)

∣∣∣ dx = a
1
q

2

b+a∫
b−a

|f (x)| dx,

where 1
p
+ 1
q

= 1, as usual. We will see its connections with the Hardy–Littlewood
maximal functions in Example II.6.43.

Since linearity has clear advantages, we may prefer to reformulate the last example
using linear covariant transforms. The idea is similar to the representation of a convex
function as an envelope of linear ones, cf. [108, Ch. I, Lem. 6.1]. To this end, we take a
collection F of linear fiducial functionals and, for a given function f, consider the set of
all covariant transforms WFf, F ∈ F.

EXAMPLE II.6.15. Let us return to the setup of the previous Example for G = Aff
and its representation (II.6.10). Consider the unit ball B in L∞[−1, 1]. Then, any ω ∈ B
defines a bounded linear functional Fω on L1(R):

(II.6.27) Fω(f) =
1

2

1∫
−1

f(x)ω(x)dx =
1

2

∫
R
f(x)ω(x)dx.

Of course, supω∈B Fω(f) = Fm(f) with Fm from (II.6.25) and for all f ∈ L1(R). Then, for
the non-linear covariant transform (II.6.26) we have the following expression in terms
of the linear covariant transforms generated by Fω:

(II.6.28) [Wm
1 f](a,b) = sup

ω∈B
[Wω

1 f](a,b).

The presence of suprimum is the price to pay for such a “linearization”.

REMARK II.6.16. The above construction is not much different to the grand max-
imal function [314, § III.1.2]. Although, it may look like a generalisation of covariant
transform, grand maximal function can be realised as a particular case of Defn. II.6.8.
Indeed, let M(V) be a subgroup of the group of all invertible isometries of a metric
space V . If ρ represents a group G by isometries of V then we can consider the group
G̃ generated by all finite products of M(V) and ρ(g), g ∈ G with the straightforward
action ρ̃ on V . The grand maximal functions is produced by the covariant transform
for the representation ρ̃ of G̃.

REMARK II.6.17. It is instructive to compare action (II.6.11) of the large SL2(R)
group on the mother wavelet 1

x+i for the Cauchy integral and the principal caseω(x) =

χ[−1,1](x) (the characteristic function of [−1, 1]) for functional (II.6.27). The wavelet
1
x+i is an eigenvector for all matrices

(
cos t sin t
− sin t cos t

)
, which form the one-parameter

compact subgroup K ⊂ SL2(R). The respective covariant transform (i.e., the Cauchy
integral) maps functions to the homogeneous space SL2(R)/K, which is the upper half-
plane with the Möbius (linear-fractional) transformations of complex numbers [191;
197, § 3; 198, § 3.3.4]. By contrast, the mother wavelet χ[−1,1] is an eigenvector for all
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matrices
(
cosh t sinh t
sinh t cosh t

)
, which form the one-parameter subgroup A ∈ SL2(R). The

covariant transform (i.e., the averaging) maps functions to the homogeneous space
SL2(R)/A, which can be identified with a set of double numbers with corresponding
Möbius transformations [191; 197, § 3; 198, § 3.3.4]. Conformal geometry of double
numbers is suitable for real variables technique, in particular, tents [314, § II.2] make a
Möbius-invariant family.

II.6.5. The contravariant transform

Define the left action Λ of a group G on a space of functions over G by:

(II.6.29) Λ(g) : f(h) 7→ f(g−1h).

For example, in the case of the affine group it is (II.6.8). An object invariant under
the left action Λ is called left invariant. In particular, let L and L ′ be two left invariant
spaces of functions on G. We say that a pairing ⟨·, ·⟩ : L× L ′ → C is left invariant if

(II.6.30) ⟨Λ(g)f,Λ(g)f ′⟩ = ⟨f, f ′⟩ , for all f ∈ L, f ′ ∈ L ′, g ∈ G.
REMARK II.6.18. i. We do not require the pairing to be linear in general, in

some cases it is sufficient to have only homogeneity, see Example II.6.22.
ii. If the pairing is invariant on space L × L ′ it is not necessarily invariant (or

even defined) on large spaces of functions.
iii. In some cases, an invariant pairing on G can be obtained from an invariant

functional l by the formula ⟨f1, f2⟩ = l(f1f2).
For a representation ρ of G in V and w0 ∈ V , we construct a function w(g) =

ρ(g)w0 on G. We assume that the pairing can be extended in its second component to
this V-valued functions. For example, such an extension can be defined in the weak
sense.

DEFINITION II.6.19. [192,197] Let ⟨·, ·⟩ be a left invariant pairing on L×L ′ as above,
let ρ be a representation of G in a space V , we define the function w(g) = ρ(g)w0 for
w0 ∈ V such that w(g) ∈ L ′ in a suitable sense. The contravariant transform M

ρ
w0 is a

map L→ V defined by the pairing:

(II.6.31) Mρ
w0

: f 7→ ⟨f,w⟩ , where f ∈ L.
We can drop out sup/subscripts in M

ρ
w0 as we did for Wρ

F .

EXAMPLE II.6.20 (Haar paring). The most used example of an invariant pairing on
L2(G,dµ)× L2(G,dµ) is the integration with respect to the Haar measure:

(II.6.32) ⟨f1, f2⟩ =
∫
G

f1(g)f2(g)dg.

If ρ is a square integrable representation of G and w0 is an admissible vector, see Ex-
ample II.6.11, then this pairing can be extended to w(g) = ρ(g)w0. The contravariant
transform is known in this setup as the reconstruction formula, cf. [5, (8.19)]:

(II.6.33) Mw0
f =

∫
G

f(g)w(g)dg, where w(g) = ρ(g)w0.
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It is possible to use different admissible vectors v0 andw0 for wavelet transform (II.6.18)
and reconstruction formula (II.6.33), respectively, cf. Example II.6.41.

Let either
• ρ be not a square integrable representation (even modulo a subgroup); or
• w0 be an inadmissible vector of a square integrable representation ρ.

A suitable invariant pairing in this case is not associated with integration over the Haar
measure on G. In this case we speak about a Hardy pairing. The following example
explains the name.

EXAMPLE II.6.21 (Hardy pairing). LetG be the ax+b group and its representation
ρ (II.6.10) in Example II.6.12. An invariant pairing on G, which is not generated by the
Haar measure a−2dadb, is:

(II.6.34) ⟨f1, f2⟩H = lim
a→0

∞∫
−∞

f1(a,b) f2(a,b)
db

a
.

For this pairing, we can consider functions 1
πi

1
x+i or e−x

2
, which are not admissible

vectors in the sense of square integrable representations. For example, for v0 = 1
πi

1
x+i

we obtain:

[Mf](x) = lim
a→0

∞∫
−∞

f(a,b)
a−

1
p

πi(x+ ia− b)
db = − lim

a→0

a−
1
p

πi

∞∫
−∞

f(a,b)db

b− (x+ ia)
.

In other words, it expresses the boundary values at a = 0 of the Cauchy integral
[−Cf](x+ ia).

Here is an important example of non-linear pairing.

EXAMPLE II.6.22. Let G = Aff and an invariant homogeneous functional on G be
given by the L∞-version of Haar functional (II.6.32):

(II.6.35) ⟨f1, f2⟩∞ = sup
g∈G

|f1(g)f2(g)| .

Define the following two functions on R:

(II.6.36) v+0 (t) =

{
1, if t = 0;
0, if t ̸= 0,

and v∗0(t) =

{
1, if |t| ⩽ 1;
0, if |t| > 1.

The respective contravariant transforms are generated by representation ρ∞ (II.6.10)
are:

[Mv+0
f](t) = f+(t) =

〈
f(a,b), ρ∞(a,b)v+0 (t)

〉∞ = sup
a

|f(a, t)| ,(II.6.37)

[Mv∗0
f](t) = f∗(t) = ⟨f(a,b), ρ∞(a,b)v∗0(t)⟩∞ = sup

a>|b−t|

|f(a,b)| .(II.6.38)

Transforms (II.6.37) and (II.6.38) are the vertical and non-tangential maximal functions [231,
§ VIII.C.2], respectively.
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EXAMPLE II.6.23. Consider again G = Aff equipped now with an invariant linear
functional, which is a Hardy-type modification (cf. (II.6.34)) of L∞-functional (II.6.35):

(II.6.39) ⟨f1, f2⟩H∞ = lim
a→0

sup
b∈R

(f1(a,b)f2(a,b)),

where lim is the upper limit. Then, the covariant transform MH for this pairing for
functions v+ and v∗ (II.6.36) becomes:

[MH
v+0
f](t) =

〈
f(a,b), ρ∞(a,b)v+0 (t)

〉
H∞ = lim

a→0
f(a, t),(II.6.40)

[MH
v∗0
f](t) = ⟨f(a,b), ρ∞(a,b)v∗0(t)⟩H∞ = lim

a→0
|b−t|<a

f(a,b).(II.6.41)

They are the normal and non-tangential upper limits from the upper-half plane to the
real line, respectively.

Note the obvious inequality ⟨f1, f2⟩∞ ⩾ ⟨f1, f2⟩H∞ between pairings (II.6.35) and (II.6.39),
which produces the corresponding relation between respective contravariant trans-
forms.

There is an explicit duality between the covariant transform and the contravariant
transform. Discussion of the grand maximal function in the Rem. II.6.16 shows useful-
ness of the covariant transform over a family of fiducial functionals. Thus, we shall not
be surprised by the contravariant transform over a family of reconstructing vectors as
well.

DEFINITION II.6.24. Let w : Aff → L1(R) be a function. We define a new func-
tion ρ1w on Aff with values in L1(R) via the point-wise action [ρ1w](g) = ρ1(g)w(g)
of ρ∞ (II.6.10). If supg ∥w(g)∥1 < ∞, then, for f ∈ L1(Aff), we define the extended
contravariant transform by:

(II.6.42) [Mwf](x) =

∫
Aff

f(g) [ρ1w](g)dg.

Note, that (II.6.42) reduces to the contravariant transform (II.6.33) if we start from
the constant function w(g) = w0.

DEFINITION II.6.25. We call a function r on R a nucleus if:
i. r is supported in [−1, 1],

ii. |r| < 1
2 almost everywhere, and

iii.
∫
R r(x)dx = 0, cf. (II.6.21).

Clearly, for a nucleus r, the function s = ρ1(a,b)r has the following properties:
i. s is supported in a ball centred at b and radius a,

ii. |s| < 1
2a almost everywhere, and

iii.
∫
R s(x)dx = 0.

In other words, s = ρ1(a,b)r is an atom, cf. [314, § III.2.2] and any atom may be ob-
tained in this way from some nucleus and certain (a,b) ∈ Aff .
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EXAMPLE II.6.26. Let f(g) =
∑
j λjδgj

(g) with
∑
j |λj| < ∞ be a countable sum of

point masses on Aff . If all values of w(gj) are nucleuses, then (II.6.42) becomes:

(II.6.43) [Mwf](x) =

∫
Aff

f(g) [ρ1w](g)dg =
∑
j

λjsj,

where sj = ρ1(gj)w(gj) are atoms. The right-hand side of (II.6.43) is known as an
atomic decomposition of a function h(x) = [Mwf](x), see [314, § III.2.2].

II.6.6. Intertwining properties of covariant transforms

The covariant transform has obtained its name because of the following property.

THEOREM II.6.27. [192, 197] Covariant transform (II.6.17) intertwines ρ and the left
regular representation Λ (II.6.29) on L(G,U):

(II.6.44) Wρ(g) = Λ(g)W.

COROLLARY II.6.28. The image space W(V) is invariant under the left shifts on G.

The covariant transform is also a natural source of relative convolutions [171, 204],
which are operators Ak =

∫
G
k(g)ρ(g)dg obtained by integration a representation ρ

of a group G with a suitable kernel k on G. In particular, inverse wavelet transform
Mw0

f (II.6.33) can be defined from the relative convolution Af as well: Mw0
f = Afw0.

COROLLARY II.6.29. Covariant transform (II.6.17) intertwines the operator of convolu-
tion K (with kernel k) and the operator of relative convolution Ak, i.e. KW = WAk.

If the invariant pairing is defined by integration with respect to the Haar measure,
cf. Example II.6.20, then we can show an intertwining property for the contravariant
transform as well.

PROPOSITION II.6.30. [173, Prop. 2.9] Inverse wavelet transform Mw0
(II.6.33) inter-

twines left regular representation Λ (II.6.29) on L2(G) and ρ:

(II.6.45) Mw0
Λ(g) = ρ(g)Mw0

.

COROLLARY II.6.31. The image Mw0
(L(G)) ⊂ V of a left invariant space L(G) under

the inverse wavelet transform Mw0
is invariant under the representation ρ.

REMARK II.6.32. It is an important observation, that the above intertwining prop-
erty is also true for some contravariant transforms which are not based on pairing (II.6.32).
For example, in the case of the affine group all pairings (II.6.34), (II.6.39) and (non-
linear!) (II.6.35) satisfy to (IV.5.22) for the respective representation ρp (II.6.10).

There is also a simple connection between a covariant transform and right shifts.

PROPOSITION II.6.33. [193, 197] Let G be a Lie group and ρ be a representation of G in
a space V . Let [Wf](g) = F(ρ(g−1)f) be a covariant transform defined by a fiducial operator
F : V → U. Then the right shift [Wf](gg ′) by g ′ is the covariant transform [W ′f](g) =
F ′(ρ(g−1)f)] defined by the fiducial operator F ′ = F ◦ ρ(g−1).
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In other words the covariant transform intertwines right shifts R(g) : f(h) 7→ f(hg) on
the group G with the associated action

(II.6.46) ρB(g) : F 7→ F ◦ ρ(g−1)

on fiducial operators:

(II.6.47) R(g) ◦WF = WρB(g)F, g ∈ G.
Although the above result is obvious, its infinitesimal version has interesting con-

sequences. Let G be a Lie group with a Lie algebra g and ρ be a smooth representation
of G. We denote by dρB the derived representation of the associated representation
ρB (II.6.46) on fiducial operators.

COROLLARY II.6.34. [193, 197] Let a fiducial operator F be a null-solution, i.e. AF = 0,
for the operator A =

∑
j ajdρ

Xj

B , where Xj ∈ g and aj are constants. Then the covariant
transform [WFf](g) = F(ρ(g

−1)f) for any f satisfies

D(WFf) = 0, where D =
∑
j

ājL
Xj .

Here, LXj are the left invariant fields (Lie derivatives) on G corresponding to Xj.

EXAMPLE II.6.35. Consider representation ρ (II.6.10) of the ax + b group with the
p = 1. Let A and N be the basis of g generating one-parameter subgroups A and
N (II.6.9), respectively. Then, the derived representations are:

[dρAf](x) = −f(x) − xf ′(x), [dρNf](x) = −f ′(x).

The corresponding left invariant vector fields on ax+ b group are:

LA = a∂a, LN = a∂b.

The mother wavelet 1
x+i in (II.6.22) is a null solution of the operator

(II.6.48) −dρA − idρN = I+ (x+ i)
d

dx
.

Therefore, the image of the covariant transform with fiducial operator F+ (II.6.22) con-
sists of the null solutions to the operator −LA+iLN = ia(∂b+i∂a), that is in the essence
Cauchy–Riemann operator ∂z̄ (II.6.3) in the upper half-plane.

EXAMPLE II.6.36. In the above setting, the function p(x) = 1
π

1
x2+1 (II.6.23) is a null

solution of the operator:

(dρA)2 − dρA + (dρN)2 = 2I+ 4x
d

dx
+ (1+ x2)

d2

dx2
.

The covariant transform with the mother wavelet p(x) is the Poisson integral, its values
are null solutions to the operator (LA)2 − LA + (LN)2 = a2(∂2b + ∂2a), which is Laplace
operator ∆ (II.6.3).
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EXAMPLE II.6.37. Fiducial functional Fm (II.6.25) is a null solution of the following
functional equation:

Fm − Fm ◦ ρ∞(12 ,
1
2 ) − Fm ◦ ρ∞(12 ,−

1
2 ) = 0.

Consequently, the image of wavelet transform Wm
p (II.6.26) consists of functions which

solve the equation:

(I− R(12 ,
1
2 ) − R(

1
2 ,−

1
2 ))f = 0 or f(a,b) = f(12a,b+

1
2a) + f(

1
2a,b−

1
2a).

The last relation is the key to the stopping time argument [108, Ch. VI, Lem. 2.2] and
the dyadic squares technique, see for example [314, § IV.3], [108, Ch. VII, Thm. 1.1] or
the picture on the front cover of the latter book.

The moral of the above Examples II.6.35–II.6.37 is: there is a significant freedom
in choice of covariant transforms. However, some fiducial functionals have special
properties, which suggest the suitable technique (e.g., analytic, harmonic, dyadic, etc.)
following from this choice.

II.6.7. Composing the covariant and the contravariant transforms

From Props. II.6.27, II.6.30 and Rem. II.6.32 we deduce the following

COROLLARY II.6.38. The composition Mw ◦WF of a covariant Mw and contravariant
WF transforms is a map V → V , which commutes with ρ, i.e., intertwines ρ with itself.

In particular for the affine group and representation (II.6.10), Mw ◦WF commutes with
shifts and dilations of the real line.

Since the image space of Mw ◦WF is an Aff-invariant space, we shall be interested
in the smallest building blocks with the same property. For the Hilbert spaces, any
group invariant subspace V can be decomposed into a direct integral V = ⊕

∫
Vµ dµ of

irreducible subspaces Vµ, i.e. Vµ does not have any non-trivial invariant subspace [159,
§ 8.4]. For representations in Banach spaces complete reducibility may not occur and
we shall look for primary subspace, i.e. space which is not a direct sum of two invariant
subspaces [159, § 8.3]. We already identified such subspaces as generalized Hardy
spaces in Defn. II.6.3. They are also related to covariant functional calculus [182; 197,
§ 6].

For irreducible Hardy spaces, we can use the following general principle, which
has several different formulations, cf. [159, Thm. 8.2.1]:

LEMMA II.6.39 (Schur). [5, Lem. 4.3.1] Let ρ be a continuous unitary irreducible rep-
resentation ofG on the Hilbert spaceH. If a bounded operator T : H→ T commutes with ρ(g),
for all g ∈ G, then T = kI, for some λ ∈ C.

REMARK II.6.40. A revision of proofs of the Schur’s Lemma, even in different for-
mulations, show that the result is related to the existence of joint invariant subspaces
for all operators ρ(g), g ∈ G.

In the case of classical wavelets, the relation between wavelet transform (II.6.18)
and inverse wavelet transform (II.6.33) is suggested by their names.
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EXAMPLE II.6.41. For an irreducible square integrable representation and admiss-
ible vectors v0 and w0, there is the relation [5, (8.52)]:

(II.6.49) Mw0
Wv0 = kI,

as an immediate consequence from the Schur’s lemma. Furthermore, square integ-
rability condition (II.6.19) ensures that k ̸= 0. The exact value of the constant k depends
on v0, w0 and the Duflo–Moore operator [5, § 8.2; 87].

It is of interest here, that two different vectors can be used as analysing vector
in (II.6.18) and for the reconstructing formula (II.6.33). Even a greater variety can be
achieved if we use additional fiducial operators and invariant pairings.

For the affine group, recall the decomposition from Prop. II.6.7 into invariant sub-
spaces L2(R) = H2 ⊕H⊥

2 and the fact, that the restrictions ρ+2 and ρ−2 of ρ2 (II.6.10) on
H2 and H⊥

2 are not unitary equivalent. Then, Schur’s lemma implies:

COROLLARY II.6.42. Any bounded linear operator T : L2(R)→ L2(R) commuting with
ρ2 has the form k1IH2

⊕ k2IH⊥
2

for some constants k1, k2 ∈ C. Consequently, the Fourier
transform maps T to the operator of multiplication by k1χ(0,+∞) + k2χ(−∞,0).

Of course, Corollary II.6.42 is applicable to the composition of covariant and con-
travariant transforms. In particular, the constants k1 and k2 may have zero values:
for example, the zero value occurs for W (II.6.18) with an admissible vector v0 and
non-tangential limit MH

v∗0
(II.6.41)—because a square integrable function f(a,b) on Aff

vanishes for a→ 0.

EXAMPLE II.6.43. The composition of contravariant transform Mv∗0
(II.6.38) with

covariant transform W∞ (II.6.26) is:

[Mv∗0
W∞f](t) = sup

a>|b−t|

 1

2a

b+a∫
b−a

|f (x)| dx

(II.6.50)

= sup
b1<t<b2

 1

b2 − b1

b2∫
b1

|f (x)| dx

 .

Thus, Mv∗0
W∞f coincides with Hardy–Littlewood maximal function fM (II.6.6), which

contains important information on the original function f [231, § VIII.B.1]. Combin-
ing Props. II.6.27 and II.6.30 (through Rem. II.6.32), we deduce that the operator M :
f 7→ fM commutes with ρp: ρpM = Mρp. Yet, M is non-linear and Cor. II.6.42 is not
applicable in this case.

EXAMPLE II.6.44. Let the mother wavelet v0(x) = δ(x) be the Dirac delta function,
then the wavelet transform Wδ generated by ρ∞ (II.6.10) on C(R) is [Wδf](a,b) =
f(b). Take the reconstruction vector w0(t) = (1 − χ[−1,1](t))/t/π and consider the
respective inverse wavelet transform Mw0

produced by Hardy pairing (II.6.34). Then,
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the composition of both maps is:

[Mw0
◦Wδf](t) = lim

a→0

1

π

∞∫
−∞

f(b) ρ∞(a,b)w0(t)
db

a

= lim
a→0

1

π

∞∫
−∞

f(b)
1− χ[−a,a](t− b)

t− b
db

= lim
a→0

1

π

∫
|b|>a

f(b)

t− b
db.(II.6.51)

The last expression is the Hilbert transform H = Mw0
◦Wδ, which is an example of

a singular integral operator (SIO) [257, § 2.6; 314, § I.5] defined through the principal
value (II.6.5) (in the sense of Cauchy). By Cor. II.6.42 we know that H = k1IH2

⊕k2IH⊥
2

for some constants k1, k2 ∈ C. Furthermore, we can directly check that HJ = −JH, for
the reflection J from (II.6.14), thus k1 = −k2. An evaluation of H on a simple function
from H2 (say, the Cauchy kernel 1

x+i ) gives the value of the constant k1 = −i. Thus,
H = (−iIH2

)⊕ (iIH⊥
2
).

In fact, the previous reasons imply the following

PROPOSITION II.6.45. [313, § III.1.1] Any bounded linear operator on L2(R) commuting
with quasi-regular representation ρ2 (II.6.10) and anticommuting with reflection J (II.6.14) is
a constant multiple of Hilbert transform (II.6.51).

EXAMPLE II.6.46. Consider the covariant transform Wq defined by the inadmiss-
ible wavelet q(t) (II.6.24), the conjugated Poisson kernel. Its composition with the
contravariant transform MH

v+0
(II.6.40) is

(II.6.52) [MH
v+0
◦Wqf](t) = lim

a→0

1

π

∫
R

f(x) (t− x)

(t− x)2 + a2
dx

We can see that this composition satisfies to Prop. II.6.45, the constant factor can again
be evaluated from the Cauchy kernel f(x) = 1

x+i and is equal to 1. Of course, this
is a classical result [114, Thm. 4.1.5] in harmonic analysis that (II.6.52) provides an
alternative expression for Hilbert transform (II.6.51).

EXAMPLE II.6.47. Let W be a covariant transfrom generated either by the func-
tional F± (II.6.22) (i.e. the Cauchy integral) or 1

2 (F+ − F−) (i.e. the Poisson integral)
from the Example II.6.13. Then, for contravariant transform MH

v+0
(II.6.37) the com-

position MH
v+0

W becomes the normal boundary value of the Cauchy/Poisson integral,
respectively. The similar composition MH

v∗0
W for reconstructing vector v∗0 (II.6.36) turns

to be the non-tangential limit of the Cauchy/Poisson integrals.

The maximal function and SIO are often treated as elementary building blocks of
harmonic analysis. In particular, it is common to define the Hardy space as a closed
subspace of Lp(R) which is mapped to Lp(R) by either the maximal operator (II.6.50)
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or by the SIO (II.6.51) [89; 314, § III.1.2 and § III.4.3]. From this perspective, the coincid-
ence of both characterizations seems to be non-trivial. On the contrast, we presented
both the maximal operator and SIO as compositions of certain co- and contravariant
transforms. Thus, these operators act between certain Aff-invariant subspaces, which
we associated with generalized Hardy spaces in Defn. II.6.3. For the right choice of
fiducial functionals, the coincidence of the respective invariant subspaces is quite nat-
ural.

The potential of the group-theoretical approach is not limited to the Hilbert space
L2(R). One of possibilities is to look for a suitable modification of Schur’s Lemma II.6.39,
say, to Banach spaces. However, we can proceed with the affine group without such
a generalisation. Here is an illustration to a classical question of harmonic analysis:
to identify the class of functions on the real line such that MH

v∗0
W becomes the identity

operator on it.

PROPOSITION II.6.48. Let B be the space of bounded uniformly continuous functions on
the real line. Let F : B → R be a fiducial functional such that:

(II.6.53) lim
a→0

F(ρ∞(1/a, 0)f) = 0, for all f ∈ B such that f(0) = 0

and F(ρ∞(1,b)f) is a continuous function of b ∈ R for a given f ∈ B.
Then, MH

v∗0
◦WF is a constant multiple of the identity operator on B.

PROOF. First of all we note that MH
v∗0
WF is a bounded operator on B. Let v∗(a,b) =

ρ∞(a,b)v∗. Obviously, v∗(a,b)(0) = v∗(−b
a
) is an eigenfunction for operators Λ(a ′, 0),

a ′ ∈ R+ of the left regular representation of Aff :

(II.6.54) Λ(a ′, 0)v∗(a,b)(0) = v
∗
(a,b)(0).

This and the left invariance of pairing (II.6.30) imply that MH
v∗0
◦ Λ(1/a, 0) = MH

v∗0
for

any (a, 0) ∈ Aff . Then, applying intertwining properties (II.6.44) we obtain that

[MH
v∗0
◦WFf](0) = [MH

v∗0
◦Λ(1/a, 0) ◦WFf](0)

= [MH
v∗0
◦WF ◦ ρ∞(1/a, 0)f](0).

Using the limit a → 0 (II.6.53) and the continuity of F ◦ ρ∞(1,b) we conclude that the
linear functional l : f 7→ [MH

v∗0
◦WFf](0) vanishes for any f ∈ B such that f(0) = 0. Take

a function f1 ∈ B such that f1(0) = 1 and define c = l(f1). From linearity of l, for any
f ∈ B we have:

l(f) = l(f− f(0)f1 + f(0)f1) = l(f− f(0)f1) + f(0)l(f1) = cf(0).

Furthermore, using intertwining properties (II.6.44) and (IV.5.22):

[MH
v∗0
◦WFf](t) = [ρ∞(1,−t) ◦MH

v∗0
◦WFf](0)

= [MH
v∗0
◦WF ◦ ρ∞(1,−t)f](0)

= l(ρ∞(1,−t)f)

= c[ρ∞(1,−t)f](0)

= cf(t).
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This completes the proof. □

To get the classical statement we need the following lemma.

LEMMA II.6.49. For a non-zero w(t) ∈ L1(R), define the fiducial functional on B:

(II.6.55) F(f) =

∫
R
f(t)w(t)dt.

Then F satisfies the conditions (and thus the conclusions) of Prop. II.6.48.

PROOF. Let f be a continuous bounded function such that f(0) = 0. For ε > 0
chose

• δ > 0 such that |f(t)| < ε for all |t| < δ;
• M > 0 such that

∫
|t|>M

|w(t)| dt < ε.

Then, for a < δ/M, we have the estimation:

|F(ρ∞(1/a, 0)f)| =

∣∣∣∣∫
R
f (at) w(t)dt

∣∣∣∣
⩽

∣∣∣∣∫
|t|<M

f (at) w(t)dt

∣∣∣∣+ ∣∣∣∣∫
|t|>M

f (at) w(t)dt

∣∣∣∣
⩽ ε(∥w∥1 + ∥f∥∞).

Finally, for a uniformly continuous function g for ε > 0 there is δ > 0 such that
|g(t+ b) − g(t)| < ε for all b < δ and t ∈ R. Then

|F(ρ∞(1,b)g) − F(g)| =

∣∣∣∣∫
R
(g(t+ b) − g(t))w(t)dt

∣∣∣∣ ⩽ ε ∥w∥1 .
This proves the continuity of F(ρ∞(1,b)g) at b = 0 and, by the group property, at any
other point as well. □

REMARK II.6.50. A direct evaluation shows, that the constant c = l(f1) from the
proof of Prop. II.6.48 for fiducial functional (II.6.55) is equal to c =

∫
R w(t)dt. Of

course, for non-trivial boundary values we need c ̸= 0. On the other hand, admissib-
ility condition (II.6.21) requires c = 0. Moreover, the classical harmonic analysis and
the traditional wavelet construction are two “orthogonal” parts of the same covariant
transform theory in the following sense. We can present a rather general bounded
function w = wa + wp as a sum of an admissible mother wavelet wa and a suitable
multiplewp of the Poisson kernel. An extension of this technique to unbounded func-
tions leads to Calderón–Zygmund decomposition [314, § I.4].

The table integral
∫
R

dx
x2+1 = π tells that the “wavelet” p(t) = 1

π
1

1+t2 (II.6.23) is
in L1(R) with c = 1, the corresponding wavelet transform is the Poisson integral. Its
boundary behaviour from Prop. II.6.48 is the classical result, cf. [108, Ch. I, Cor. 3.2].
The comparison of our arguments with the traditional proofs, e.g. in [108], does not
reveal any significant distinctions. We simply made an explicit usage of the relevant
group structure, which is implicitly employed in traditional texts anyway, cf. [54]. Fur-
ther demonstrations of this type can be found in [4, 92].
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II.6.8. Transported norms

If the functional F and the representation ρ in (II.6.17) are both linear, then the res-
ulting covariant transform is a linear map. If WF is injective, e.g. due to irreducibility
of ρ, then WF transports a norm ∥·∥ defined on V to a norm ∥·∥F defined on the image
space WFV by the simple rule:

(II.6.56) ∥u∥F := ∥v∥ , where the unique v ∈ V is defined by u = WFv.

By the very definition, we have the following

PROPOSITION II.6.51. i. WF is an isometry (V, ∥·∥)→ (WFV, ∥·∥F).
ii. If the representation ρ acts on (V, ∥·∥) by isometries then ∥·∥F is left invariant.

A touch of non-triviality occurs if the transported norm can be naturally expressed
in the original terms of G.

EXAMPLE II.6.52. It is common to consider a unitary square integrable representa-
tion ρ and an admissible mother wavelet f ∈ V . In this case, wavelet transform (II.6.18)
becomes an isometry to square integrable functions on Gwith respect to a Haar meas-
ure [5, Thm. 8.1.3]. In particular, for the affine group and setup of Example II.6.12, the
wavelet transform with an admissible vector is a multiple of an isometry map from
L2(R) to the functions on the upper half-plane, i.e., the ax+b group, which are square
integrable with respect to the Haar measure a−2 dadb.

A reader expects that there are other interesting examples of the transported norms,
which are not connected to the Haar integration.

EXAMPLE II.6.53. In the setup of Example II.6.13, consider the space Lp(R) with
representation (II.6.10) of Aff and Poisson kernel p(t) (II.6.23) as an inadmissible mother
wavelet. The norm transported by WP to the image space on Aff is [264, § A.6.3]:

(II.6.57) ∥u∥p = sup
a>0

 ∞∫
−∞

|u(a,b)|p
db

a

 1
p

.

In the theory of Hardy spaces, the Lp-norm on the real line and transported norm (II.6.57)
are naturally intertwined, cf. [264, Thm. A.3.4.1(iii)], and are used interchangeably.

The second possibility to transport a norm from V to a function space on G uses
an contravariant transform Mv:

(II.6.58) ∥u∥v := ∥Mvu∥ .
PROPOSITION II.6.54. i. The contravariant transform Mv is an isometry (L, ∥·∥v)→

(V, ∥·∥).
ii. If the composition Mv ◦WF = cI is a multiple of the identity on V then transported

norms ∥·∥v (II.6.58) and ∥·∥F (II.6.56) differ only by a constant multiplier.

The above result is well-known for traditional wavelets.
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EXAMPLE II.6.55. In the setup of Example II.6.41, for a square integrable repres-
entation and two admissible mother wavelets v0 and w0 we know that Mw0

Wv0 =
kI (II.6.49), thus transported norms (II.6.56) and (II.6.58) differ by a constant multi-
plier. Thus, norm (II.6.58) is also provided by the integration with respect to the Haar
measure on G.

In the theory of Hardy spaces the result is also classical.

EXAMPLE II.6.56. For the fiducial functional F with property (II.6.53) and the con-
travariant transform MH

v∗0
(II.6.41), Prop. II.6.48 implies MH

v∗0
◦WF = cI. Thus, the norm

transported to Aff by MH
v∗0

from Lp(R) up to factor coincides with (II.6.57). In other
words, the transition to the boundary limit on the Hardy space is an isometric oper-
ator. This is again a classical result of the harmonic analysis, cf. [264, Thm. A.3.4.1(ii)].

The co- and contravariant transforms can be used to transport norms in the oppos-
ite direction: from a classical space of functions on G to a representation space V .

EXAMPLE II.6.57. Let V be the space of σ-finite signed measures of a bounded
variation on the upper half-plane. Let the ax+b group acts on V by the representation
adjoint to [ρ1(a,b)f](x,y) = a

−1f(x−b
a

, y
a
) on L2(R2

+), cf. (II.6.8). If the mother wavelet
v0 is the indicator function of the square {0 < x < 1, 0 < y < 1}, then the covariant
transform of a measure µ is µ̃(a,b) = a−1µ(Qa,b), where Qa,b is the square {b < x <
b+ a, 0 < y < a}. If we request that µ̃(a,b) is a bounded function on the affine group,
then µ is a Carleson measure [108, § I.5]. A norm transported from L∞(Aff) to the
appropriate subset of V becomes the Carleson norm of measures. Indicator function of
a tent taken as a mother wavelet will lead to an equivalent definition.

It was already mentioned in Rem. II.6.16 and Example II.6.26 that we may be inter-
ested to mix several different covariant and contravariant transforms. This motivate
the following statement.

PROPOSITION II.6.58. Let (V, ∥·∥) be a normed space and ρ be a continuous representa-
tion of a topological locally compact group G on V . Let two fiducial operators F1 and F2 define
the respective covariant transforms W1 and W2 to the same image space W = W1V = W2V .
Assume, there exists an contravariant transform M : W → V such that M ◦W1 = c1I and
M ◦W2 = c2I. Define by ∥·∥M the norm on U transpordef from V by M. Then

(II.6.59) ∥W1v1 +W2v2∥M = ∥c1v1 + c2v2∥ , for any v1, v2 ∈ V.
PROOF. Indeed:

∥W1v1 +W2v2∥M = ∥M ◦W1v1 +M ◦W2v2∥
= ∥c1v1 + c2v2∥ ,

by the definition of transported norm (II.6.58) and the assumptions M ◦Wi = ciI. □

Although the above result is simple, it does have important consequences.

COROLLARY II.6.59 (Orthogonality Relation). Let ρ be a square integrable represent-
ation of a group G in a Hilbert space V . Then, for any two admissible mother wavelets f and f ′
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there exists a constant c such that:

(II.6.60)
∫
G

⟨v, ρ(g)f⟩ ⟨v ′, ρ(g)f ′⟩dg = c ⟨v, v ′⟩ for any v1, v2 ∈ V.

Moreover, the constant c = c(f ′, f) is a sesquilinear form of vectors f ′ and f.

PROOF. We can derive (II.6.60) from (II.6.59) as follows. Let Mf be the inverse
wavelet transform (II.6.33) defined by the admissible vector f, then Mf ◦Wf = I on
V providing the right scaling of f. Furthermore, Mf ◦Wf′ = c̄I by (II.6.49) for some
complex constant c. Thus, by (II.6.59):

∥Wfv+Wf′v
′∥M = ∥v+ c̄v ′∥ .

Now, through the polarisation identity [164, Problem 476] we get the equality (II.6.60)
of inner products. □

The above result is known as the orthogonality relation in the theory of wavelets, for
some further properties of the constant c see [5, Thm. 8.2.1].

Here is an application of Prop. II.6.58 to harmonic analysis, cf. [114, Thm. 4.1.7]:

COROLLARY II.6.60. The covariant transform Wq with conjugate Poisson kernel q (II.6.24)
is a bounded map from (L2(R), ∥·∥) to (L(Aff), ∥·∥2) with norm ∥·∥2 (II.6.57). Moreover:

∥Wqf∥2 = ∥f∥ , for all f ∈ L2(R).

PROOF. As we establish in Example II.6.46 for contravariant transform MH
v+0

(II.6.40),
MH
v+0
◦ Wq = −iI and iI on H2 and H⊥

2 , respectively. Take the unique presentation
f = u+ u⊥, for u ∈ H2 and u⊥ ∈ H⊥

2 . Then, by (II.6.59)

∥Wqf∥2 =
∥∥−iu+ iu⊥∥∥ =

∥∥u+ u⊥∥∥ = ∥f∥ .
This completes the proof. □
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FIGURE II.6.1. The correspondence between different elements of
harmonic analysis.





Part III

Functional Calculi and Spectra





LECTURE III.1

Covariant and Contravariant Calculi

United in the trinity functional calculus, spectrum, and spectral mapping theorem
play the exceptional rôle in functional analysis and could not be substituted by any-
thing else.

III.1.1. Functional Calculus as an Algebraic Homomorphism

Many traditional definitions of functional calculus are covered by the following
rigid template based on the algebra homomorphism property:

DEFINITION III.1.1. An functional calculus for an element a ∈ A is a continuous
linear mapping Φ : A→ A such that

i. Φ is a unital algebra homomorphism

Φ(f · g) = Φ(f) ·Φ(g).

ii. There is an initialisation condition: Φ[v0] = a for for a fixed function v0, e.g.
v0(z) = z.

The most typical definition of the spectrum is seemingly independent and uses the
important notion of resolvent:

DEFINITION III.1.2. A resolvent of element a ∈ A is the function R(λ) = (a− λe)−1,
which is the image underΦ of the Cauchy kernel (z− λ)−1.

A spectrum of a ∈ A is the set spa of singular points of its resolvent R(λ).

Then the following important theorem links spectrum and functional calculus to-
gether.

THEOREM III.1.3 (Spectral Mapping). For a function f suitable for the functional cal-
culus:

(III.1.1) f(spa) = sp f(a).

However the power of the classic spectral theory rapidly decreases if we move
beyond the study of one normal operator (e.g. for quasinilpotent ones) and is virtu-
ally nil if we consider several non-commuting ones. Sometimes these severe limit-
ations are seen to be irresistible and alternative constructions, i.e. model theory cf.
Example II.4.22 and [266], were developed.

Yet the spectral theory can be revived from a fresh start. While three compon-
ents—functional calculus, spectrum, and spectral mapping theorem—are highly inter-
dependent in various ways we will nevertheless arrange them as follows:

301
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i. Functional calculus is an original notion defined in some independent terms;
ii. Spectrum (or more specifically contravariant spectrum) (or spectral decompos-

ition) is derived from previously defined functional calculus as its support (in
some appropriate sense);

iii. Spectral mapping theorem then should drop out naturally in the form (III.1.1)
or some its variation.

Thus the entire scheme depends from the notion of the functional calculus and our
ability to escape limitations of Definition III.1.1. The first known to the present author
definition of functional calculus not linked to algebra homomorphism property was
the Weyl functional calculus defined by an integral formula [8]. Then its intertwining
property with affine transformations of Euclidean space was proved as a theorem.
However it seems to be the only “non-homomorphism” calculus for decades.

The different approach to whole range of calculi was given in [168] and developed
in [173,180,182,193] in terms of intertwining operators for group representations. It was
initially targeted for several non-commuting operators because no non-trivial algebra
homomorphism is possible with a commutative algebra of function in this case. How-
ever it emerged later that the new definition is a useful replacement for classical one
across all range of problems.

In the following Subsections we will support the last claim by consideration of the
simple known problem: characterisation a n × n matrix up to similarity. Even that
“freshman” question can be only sorted out by the classical spectral theory for a small
set of diagonalisable matrices. Our solution in terms of new spectrum will be full and
thus unavoidably coincides with one given by the Jordan normal form of matrices.
Other more difficult questions are the subject of ongoing research.

III.1.2. Intertwining Group Actions on Functions and Operators

Any functional calculus uses properties of functions to model properties of operat-
ors. Thus changing our viewpoint on functions, as was done in Section II.5, we can
get another approach to operators. The two main possibilities are encoded in Defin-
itions II.4.23 and II.4.25: we can assign a certain function to the given operator or
vice versa. Here we consider the second possibility and treat the first in the Subsec-
tion III.1.5.

The representation ρ1 (II.5.23) is unitary irreducible when acts on the Hardy space
H2. Consequently we have one more reason to abolish the template definition III.1.1:
H2 is not an algebra. Instead we replace the homomorphism property by a symmetric
covariance:

DEFINITION III.1.4 ([168]). An contravariant analytic calculus for an element a ∈ A
and an A-moduleM is a continuous linear mappingΦ : A(D)→ A(D,M) such that

i. Φ is an intertwining operator

Φρ1 = ρaΦ

between two representations of the SL2(R) group ρ1 (II.5.23) and ρa defined
below in (III.1.5).
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ii. There is an initialisation condition: Φ[v0] = m for v0(z) ≡ 1 and m ∈ M,
whereM is a left A-module.

Note that our functional calculus released from the homomorphism condition can
take value in any left A-module M, which however could be A itself if suitable. This
add much flexibility to our construction.

The earliest functional calculus, which is not an algebraic homomorphism, was the
Weyl functional calculus and was defined just by an integral formula as an operator
valued distribution [8]. In that paper (joint) spectrum was defined as support of the
Weyl calculus, i.e. as the set of point where this operator valued distribution does not
vanish. We also define the spectrum as a support of functional calculus, but due to our
Definition III.1.4 it will means the set of non-vanishing intertwining operators with
primary subrepresentations.

DEFINITION III.1.5. A corresponding spectrum of a ∈ A is the support of the func-
tional calculusΦ, i.e. the collection of intertwining operators of ρa with primary repres-
entations [159, § 8.3].

More variations of contravariant functional calculi are obtained from other groups
and their representations [168, 173, 180, 182, 193].

A simple but important observation is that the Möbius transformations (I.1.1) can
be easily extended to any Banach algebra. Let A be a Banach algebra with the unit e,
an element a ∈ A with ∥a∥ < 1 be fixed, then for for transformations

(III.1.2) g : a 7→ g · a = (αa+ β̄e)(βa+ ᾱe)−1, g =

(
α β̄
β ᾱ

)
∈ SL2(R)

we introduce SL2(R)-orbit

A = {g · a | g ∈ SL2(R)} ⊂ A.

Clearly, A is a left (right) SL2(R)-homogeneous space with the natural left (right) ac-
tion:

g1 : b = g · a 7→ g−1
1 · b := (g−1

1 g) · a (g1 : g · a 7→ (gg1) · a ) ,
where g1, g ∈ SL2(R) and b = g · a ∈ A. That is, for a fixed a ∈ A the set A and the
SL2(R)-action on it are completely parametrised by correspondence b = g · a↔ g.

Let us define the resolvent function R(g,b) : SL2(R)× A → A by:

(III.1.3) R(g1,b) := (α1e− β1b)
−1 = (βa+ ᾱ)(α ′e− β ′a)−1 ,

where

g1 =

(
α1 β̄1

β1 ᾱ1

)
, g =

(
α β̄
β ᾱ

)
∈ SL2(R), b = g · a ∈ A

and (
α ′ β̄ ′

β ′ ᾱ ′

)
= g−1g1 =

(
ᾱ −β̄
−β α

)
·
(
α1 β̄1

β1 ᾱ1

)
Then, we can directly check that:

(III.1.4) R(g1,b)R(g2,g
−1
1 · b) = R(g1g2,b) ,

for all g1, g2 ∈ SL2(R) and b ∈ A.
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The last identity is well known in representation theory [159, § 13.2(10)] and is a
key ingredient of induced representations. Thus we can again linearise (III.1.2), cf. (II.5.23),
in the space of continuous functions C(A,M) with values in a left A-moduleM:

ρa(g) : f(b) 7→ R(g,b)f(g−1 · b)(III.1.5)

= (αe− βb)−1 f

(
ᾱb− β̄e

αe− βb

)
,

where g ∈ SL2(R) and b ∈ A.
For any m ∈ M we can define a K-invariant vacuum vector as vm(g−1 · a) = m ⊗

v0(g
−1 · a) ∈ C(A,M). It generates the associated with vm family of coherent states

vm(u,a) = (ue− a)−1m, where u ∈ D.
The wavelet transform defined by the same common formula based on coherent

states (cf. (II.5.24)):

(III.1.6) Wmf(g) = ⟨f, ρa(g)vm⟩ ,
is a version of Cauchy integral, which maps L2(A) toC(SL2(R),M). It is closely related
(but not identical!) to the Riesz-Dunford functional calculus: the traditional functional
calculus is given by the case:

Φ : f 7→Wmf(0) forM = A andm = e.

The both conditions—the intertwining property and initial value—required by
Definition III.1.4 easily follows from our construction. Finally, we wish to provide
an example of application of the Corollary IV.5.3.

EXAMPLE III.1.6. Let a be an operator and ϕ be a function which annihilates it,
i.e. ϕ(a) = 0. For example, if a is a matrix ϕ can be its minimal polynomial. From the
integral representation of the contravariant calculus onG = SL2(R) we can rewrite the
annihilation property like this: ∫

G

ϕ(g)R(g,a)dg = 0.

Then the vector-valued function [Wmf](g) defined by (III.1.6) shall satisfy to the fol-
lowing condition: ∫

G

ϕ(g ′) [Wmf](gg
′)dg ′ = 0

due to the Corollary IV.5.3.

III.1.3. Jet Bundles and Prolongations of ρ1

Spectrum was defined in III.1.5 as the support of our functional calculus. To elabor-
ate its meaning we need the notion of a prolongation of representations introduced by
S. Lie, see [267, 268] for a detailed exposition.

DEFINITION III.1.7. [268, Chap. 4] Two holomorphic functions have nth order con-
tact in a point if their value and their first n derivatives agree at that point, in other
words their Taylor expansions are the same in first n+ 1 terms.
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A point (z,u(n)) = (z,u,u1, . . . ,un) of the jet space Jn ∼ D×Cn is the equivalence
class of holomorphic functions having nth contact at the point zwith the polynomial:

(III.1.7) pn(w) = un
(w− z)n

n!
+ · · ·+ u1

(w− z)

1!
+ u.

For a fixed n each holomorphic function f : D → C has nth prolongation (or n-jet)
jnf : D → Cn+1:

(III.1.8) jnf(z) = (f(z), f ′(z), . . . , f(n)(z)).

The graph amma
(n)
f of jnf is a submanifold of Jn which is section of the jet bundle over

D with a fibre Cn+1. We also introduce a notation Jn for the map Jn : f 7→ amma
(n)
f of

a holomorphic f to the graph amma
(n)
f of its n-jet jnf(z) (III.1.8).

One can prolong any map of functions ψ : f(z) 7→ [ψf](z) to a map ψ(n) of n-jets
by the formula

(III.1.9) ψ(n)(Jnf) = Jn(ψf).

For example such a prolongation ρ(n)1 of the representation ρ1 of the group SL2(R) in
H2(D) (as any other representation of a Lie group [268]) will be again a representation
of SL2(R). Equivalently we can say that Jn intertwines ρ1 and ρ(n)1 :

Jnρ1(g) = ρ
(n)
1 (g)Jn for all g ∈ SL2(R).

Of course, the representation ρ(n)1 is not irreducible: any jet subspace Jk, 0 ⩽ k ⩽ n is
ρ
(n)
1 -invariant subspace of Jn. However the representations ρ(n)1 are primary [159, § 8.3]

in the sense that they are not sums of two subrepresentations.
The following statement explains why jet spaces appeared in our study of func-

tional calculus.

PROPOSITION III.1.8. Let matrix a be a Jordan block of a length k with the eigenvalue
λ = 0, and m be its root vector of order k, i.e. ak−1m ̸= akm = 0. Then the restriction of ρa
on the subspace generated by vm is equivalent to the representation ρk1 .

III.1.4. Spectrum and Spectral Mapping Theorem

Now we are prepared to describe a spectrum of a matrix. Since the functional cal-
culus is an intertwining operator its support is a decomposition into intertwining op-
erators with primary representations (we can not expect generally that these primary
subrepresentations are irreducible).

Recall the transitive on D group of inner automorphisms of SL2(R), which can
send any λ ∈ D to 0 and are actually parametrised by such a λ. This group extends
Proposition III.1.8 to the complete characterisation of ρa for matrices.

PROPOSITION III.1.9. Representation ρa is equivalent to a direct sum of the prolonga-
tions ρ(k)1 of ρ1 in the kth jet space Jk intertwined with inner automorphisms. Consequently
the spectrum of a (defined via the functional calculusΦ = Wm) labelled exactly by n pairs of
numbers (λi,ki), λi ∈ D, ki ∈ Z+, 1 ⩽ i ⩽ n some of whom could coincide.
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(a)

X

Y

λ1λ2

λ3

λ4

(b)

X

Y

λ1λ2

λ3
λ4

Z

(c)

X

Y

λ1λ2

λ3
λ4

Z

FIGURE III.1.1. Classical spectrum of the matrix from the Ex. III.1.10
is shown at (a). Contravariant spectrum of the same matrix in the jet
space is drawn at (b). The image of the contravariant spectrum under
the map from Ex. III.1.12 is presented at (c).

Obviously this spectral theory is a fancy restatement of the Jordan normal form of
matrices.

EXAMPLE III.1.10. Let Jk(λ) denote the Jordan block of the length k for the eigen-
value λ. In Fig. III.1.1 there are two pictures of the spectrum for the matrix

a = J3 (λ1)⊕ J4 (λ2)⊕ J1 (λ3)⊕ J2 (λ4) ,
where

λ1 =
3

4
eiπ/4, λ2 =

2

3
ei5π/6, λ3 =

2

5
e−i3π/4, λ4 =

3

5
e−iπ/3.

Part (a) represents the conventional two-dimensional image of the spectrum, i.e. ei-
genvalues of a, and (b) describes spectrum spa arising from the wavelet construction.
The first image did not allow to distinguish a from many other essentially different
matrices, e.g. the diagonal matrix

diag (λ1, λ2, λ3, λ4) ,

which even have a different dimensionality. At the same time Fig. III.1.1(b) completely
characterise a up to a similarity. Note that each point of spa in Fig. III.1.1(b) corres-
ponds to a particular root vector, which spans a primary subrepresentation.

As was mentioned in the beginning of this section a resonable spectrum should be
linked to the corresponding functional calculus by an appropriate spectral mapping
theorem. The new version of spectrum is based on prolongation of ρ1 into jet spaces
(see Section III.1.3). Naturally a correct version of spectral mapping theorem should
also operate in jet spaces.

Let ϕ : D → D be a holomorphic map, let us define its action on functions
[ϕ∗f](z) = f(ϕ(z)). According to the general formula (III.1.9) we can define the pro-
longation ϕ(n)

∗ onto the jet space Jn. Its associated action ρk1ϕ
(n)
∗ = ϕ

(n)
∗ ρn1 on the

pairs (λ,k) is given by the formula:

(III.1.10) ϕ(n)
∗ (λ,k) =

(
ϕ(λ),

[
k

degλϕ

])
,

http://v-v-kisil.scienceontheweb.net/calc1vr.gif
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where degλϕ denotes the degree of zero of the function ϕ(z) − ϕ(λ) at the point z = λ
and [x] denotes the integer part of x.

THEOREM III.1.11 (Spectral mapping). Let ϕ be a holomorphic mapping ϕ : D → D
and its prolonged action ϕ(n)

∗ defined by (III.1.10), then

spϕ(a) = ϕ(n)
∗ spa.

The explicit expression of (III.1.10) for ϕ(n)
∗ , which involves derivatives of ϕ upto

nth order, is known, see for example [137, Thm. 6.2.25], but was not recognised before
as form of spectral mapping.

EXAMPLE III.1.12. Let us continue with Example III.1.10. Let ϕ map all four ei-
genvalues λ1, . . . , λ4 of the matrix a into themselves. Then Fig. III.1.1(a) will represent
the classical spectrum of ϕ(a) as well as a.

However Fig. III.1.1(c) shows mapping of the new spectrum for the case ϕ has
orders of zeros at these points as follows: the order 1 at λ1, exactly the order 3 at λ2, an
order at least 2 at λ3, and finally any order at λ4.

III.1.5. Functional Model and Spectral Distance

Let a be a matrix and µ(z) be its minimal polynomial:

µa(z) = (z− λ1)
m1 · . . . · (z− λn)mn .

If all eigenvalues λi of a (i.e. all roots of µ(z) belong to the unit disk we can consider
the respective Blaschke product

Ba(z) =

n∏
i=1

(
z− λi

1− λiz

)mi

,

such that its numerator coincides with the minimal polynomial µ(z). Moreover, for an
unimodular z we have Ba(z) = µa(z)µ

−1
a (z)z−m, where m = m1 + . . . +mn. We also

have the following covariance property:

PROPOSITION III.1.13. The above correspondence a 7→ Ba intertwines the SL2(R) ac-
tion (III.1.2) on the matrices with the action (II.5.23) with k = 0 on functions.

The result follows from the observation that every elementary product z−λi
1−λiz

is the

Moebius transformation of z with the matrix
(

1 −λi
−λi 1

)
. Thus the correspondence

a 7→ Ba(z) is a covariant (symbolic) calculus in the sense of the Defn. II.4.23. See also
the Example II.4.22.

The Jordan normal form of a matrix provides a description, which is equivalent
to its contravariant spectrum. From various viewpoints, e.g. numerical approxima-
tions, it is worth to consider its stability under a perturbation. It is easy to see, that
an arbitrarily small disturbance breaks the Jordan structure of a matrix. However, the
result of random small perturbation will not be random, its nature is described by the
following remarkable theorem:
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(a) (b)

FIGURE III.1.2. Perturbation of the Jordan block’s spectrum: (a) The
spectrum of the perturbation J100 + ε100K of the Jordan block J100 by
a random matrix K. (b) The spectrum of the random matrix K.

THEOREM III.1.14 (Lidskii [244], see also [259]). Let Jn be a Jordan block of a length
n > 1 with zero eigenvalues and K be an arbitrary matrix. Then eigenvalues of the perturbed
matrix Jn + εnK admit the expansion

λj = εξ
1/n + o(ε), j = 1, . . . ,n,

where ξ1/n represents all n-th complex roots of certain ξ ∈ C.

The left picture in Fig. III.1.2 presents a perturbation of a Jordan block J100 by a
random matrix. Perturbed eigenvalues are close to vertices of a right polygon with
100 vertices. Those regular arrangements occur despite of the fact that eigenvalues of
the matrix K are dispersed through the unit disk (the right picture in Fig. III.1.2). In
a sense it is rather the Jordan block regularises eigenvalues of K than K perturbs the
eigenvalue of the Jordan block.

Although the Jordan structure itself is extremely fragile, it still can be easily guessed
from a perturbed eigenvalues. Thus there exists a certain characterisation of matrices
which is stable under small perturbations. We will describe a sense, in which the co-
variant spectrum of the matrix Jn + εnK is stable for small ε. For this we introduce
the covariant version of spectral distances motivated by the functional model. Our
definition is different from other types known in the literature [324, Ch. 5].

DEFINITION III.1.15. Let a and b be two matrices with all their eigenvalues sitting
inside of the unit disk and Ba(z) and Bb(z) be respective Blaschke products as defined
above. The (covariant) spectral distance d(a,b) between a and b is equal to the distance
∥Ba − Bb∥2 between Ba(z) and Bb(z) in the Hardy space on the unit circle.

Since the spectral distance is defined through the distance in H2 all standard ax-
ioms of a distance are automatically satisfied. For a Blaschke products we have |Ba(z)| =
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1 if |z| = 1, thus ∥Ba∥p = 1 in any Lp on the unit circle. Therefore an alternative ex-
pression for the spectral distance is:

d(a,b) = 2(1− ⟨Ba,Bb⟩).
In particular, we always have 0 ⩽ d(a,b) ⩽ 2. We get an obvious consequence of
Prop. III.1.13, which justifies the name of the covariant spectral distance:

COROLLARY III.1.16. For any g ∈ SL2(R) we have d(a,b) = d(g · a,g · a), where ·
denotes the Möbius action (III.1.2).

An important property of the covariant spectral distance is its stability under small
perturbations.

THEOREM III.1.17. For n = 2 let λ1(ε) and λ2(ε) be eigenvalues of the matrix J2+ε2 ·K
for some matrix K. Then

(III.1.11) |λ1(ε)|+ |λ2(ε)| = O(ε), however |λ1(ε) + λ2(ε)| = O(ε
2).

The spectral distance from the 1-jet at 0 to two 0-jets at points λ1 and λ2 bounded only by the
first condition in (III.1.11) is O(ε2). However the spectral distance between J2 and J2 + ε2 · K
is O(ε4).

In other words, a matrix with eigenvalues satisfying to the Lisdkii condition from
the Thm. III.1.14 is much closer to the Jordan block J2 than a generic one with eigen-
values of the same order. Thus the covariant spectral distance is more stable under
perturbation that magnitude of eigenvalues. For n = 2 a proof can be forced through
a direct calculation. We also conjecture that the similar statement is true for any n ⩾ 2.

III.1.6. Covariant Pencils of Operators

Let H be a real Hilbert space, possibly of finite dimensionality. For bounded linear
operators A and B consider the generalised eigenvalue problem, that is finding a scalar λ
and a vector x ∈ H such that:

(III.1.12) Ax = λBx or equivalently (A− λB)x = 0.

The standard eigenvalue problem corresponds to the case B = I, moreover for an in-
vertible B the generalised problem can be reduced to the standard one for the operator
B−1A. Thus it is sensible to introduce the equivalence relation on the pairs of operat-
ors:

(III.1.13) (A,B) ∼ (DA,DB) for any invertible operator D.

We may treat the pair (A,B) as a column vector
(
A
B

)
. Then there is an action of

the SL2(R) group on the pairs:

(III.1.14) g ·
(
A
B

)
=

(
aA+ bB
cA+ dB

)
, where g =

(
a b
c d

)
∈ SL2(R).

If we consider this SL2(R)-action subject to the equivalence relation (III.1.13) then we
will arrive to a version of the linear-fractional transformation of the operator defined
in (III.1.2). There is a connection of the SL2(R)-action (III.1.14) to the problem (III.1.12)
through the following intertwining relation:
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PROPOSITION III.1.18. Let λ and x ∈ H solve the generalised eigenvalue problem (III.1.12)
for the pair (A,B). Then the pair (C,D) = g · (A,B), g ∈ SL2(R) has a solution µ and x,
where

µ = g · λ =
aλ+ b

cλ+ d
, for g =

(
a b
c d

)
∈ SL2(R),

is defined by the Möbius transformation (I.1.1).

In other words the correspondence

(A,B) 7→ all generalised eigenvalues

is another realisation of a covariant calculus in the sense of Defn. II.4.23. The collection
of all pairs g · (A,B), g ∈ SL2(R) is an example of covariant pencil of operators. This
set is a SL2(R)-homogeneous spaces, thus it shall be within the classification of such
homogeneous spaces provided in the Subsection ??.

EXAMPLE III.1.19. It is easy to demonstrate that all existing homogeneous spaces
can be realised by matrix pairs.

i. Take the pair (O, I) where O and I are the zero and identity n × n matrices
respectively. Then any transformation of this pair by a lower-triangular mat-
rix from SL2(R) is equivalent to (O, I). The respective homogeneous space is
isomorphic to the real line with the Möbius transformations (I.1.1).

ii. Consider H = R2. Using the notations ι from Subsection I.3.4 we define three
realisations (elliptic, parabolic and hyperbolic) of an operator Aι:

(III.1.15) Ai =

(
0 1
−1 0

)
, Aε =

(
0 1
0 0

)
, Aj =

(
0 1
1 0

)
.

Then for an arbitrary element h of the subgroup K, N or A the respective
(in the sense of the Principle II.3.5) pair h · (Aι, I) is equivalent to (Aι, I) itself.
Thus those three homogeneous spaces are isomorphic to the elliptic, parabolic
and hyperbolic half-planes under respective actions of SL2(R). Note, that
A2
ι = ι

2I, that is Aι is a model for hypercomplex units.
iii. LetA be a direct sum of any two different matrices out of the threeAι from (III.1.15),

then the fix group of the equivalence class of the pair (A, I) is the identity
of SL2(R). Thus the corresponding homogeneous space coincides with the
group itself.

Hawing homogeneous spaces generated by pairs of operators we can define re-
spective functions on those spaces. The special attention is due the following para-
phrase of the resolvent:

R(A,B)(g) = (cA+ dB)−1 where g−1 =

(
a b
c d

)
∈ SL2(R).

Obviously R(A,B)(g) contains the essential information about the pair (A,B). Probably,
the function R(A,B)(g) contains too much simultaneous information, we may restrict it
to get a more detailed view. For vectors u, v ∈ H we also consider vector and scalar-
valued functions related to the generalised resolvent:

Ru(A,B)(g) = (cA+ dB)−1u, and R
(u,v)
(A,B)(g) =

〈
(cA+ dB)−1u, v

〉
,
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where (cA + dB)−1u is understood as a solution w of the equation u = (cA + dB)w if
it exists and is unique, this does not require the full invertibility of cA+ dB.

It is easy to see that the map (A,B) 7→ R
(u,v)
(A,B)(g) is a covariant calculus as well. It

worth to notice that function R(A,B) can again fall into three EPH cases.

EXAMPLE III.1.20. For the three matrices Aι considered in the previous Example
we denote by Rι(g) the resolvetn-type function of the pair (Aι, I). Then:

Ri(g) =
1

c2 + d2

(
d −c
c d

)
, Rε(g) =

1

d2

(
d −c
0 d

)
, Rj(g) =

1

d2 − c2

(
d −c
−c d

)
.

Put u = (1, 0) ∈ H, then Rι(g)u is a two-dimensional real vector valued functions
with components equal to real and imaginary part of hypercomplex Cauchy kernel
considered in [195].

Consider the space L(G) of functions spanned by all left translations of R(A,B)(g).
As usual, a closure in a suitable metric, say Lp, can be taken. The left action g : f(h) 7→
f(g−1h) of SL2(R) on this space is a linear representation of this group. Afterwards the
representation can be decomposed into a sum of primary subrepresentations.

EXAMPLE III.1.21. For the matrices Aι the irreducible components are isomorphic
to analytic spaces of hypercomplex functions under the fraction-linear transformations
build in Subsection II.3.2.

An important observation is that a decomposition into irreducible or primary com-
ponents can reveal an EPH structure even in the cases hiding it on the homogeneous
space level.

EXAMPLE III.1.22. Take the operatorA = Ai⊕Aj from the Example III.1.19(III.1.19.iii).
The corresponding homogeneous space coincides with the entire SL2(R). However if
we take two vectors ui = (1, 0)⊕ (0, 0) and uj = (0, 0)⊕ (1, 0) then the respective linear
spaces generated by functions RA(g)ui and RA(g)uj will be of elliptic and hyperbolic
types respectively.

Let us briefly consider a quadratic eigenvalue problem: for given operators (matrices)
A0, A1 and A2 from B(H) find a scalar λ and a vector x ∈ H such that

(III.1.16) Q(λ)x = 0, where Q(λ) = λ2A2 + λA1 +A0.

There is a connection with our study of conic sections from Subsection ?? which we
will only hint for now. Comparing (III.1.16) with the equation of the cycle (I.4.3) we
can associate the respective Fillmore–Springer–Cnops–type matrix to Q(λ), cf. (??):

(III.1.17) Q(λ) = λ2A2 + λA1 +A0 ←→ CQ =

(
A1 A0

A2 −A1

)
.

Then we can state the following analogue of Thm. ?? for the quadratic eigenvalues:

PROPOSITION III.1.23. Let two quadratic matrix polynomials Q and Q̃ are such that
their FSCc matrices (III.1.17) are conjugated CQ̃ = gCQg

−1 by an element g ∈ SL2(R).
Then λ is a solution of the quadratic eigenvalue problem for Q and x ∈ H if and only if
µ = g · λ is a solution of the quadratic eigenvalue problem for Q̃ and x. Here µ = g · λ is the
Möbius transformation (I.1.1) associated to g ∈ SL2(R).



312 III.1. COVARIANT AND CONTRAVARIANT CALCULI

So quadratic matrix polynomials are non-commuting analogues of the cycles and
it would be exciting to extend the geometry from Section ?? to this non-commutative
setting as much as possible.

REMARK III.1.24. It is beneficial to extend a notion of a scalar in an (generalised)
eigenvalue problem to an abstract field or ring. For example, we can consider pencils
of operators/matrices with polynomial coefficients. In many circumstances we may
factorise the polynomial ring by an ideal generated by a collection of algebraic equa-
tions. Our work with hypercomplex units is the most elementary realisation of this
setup. Indeed, the algebra of hypercomplex numbers with the hypercomplex unit ι
is a realisation of the polynomial ring in a variable t factored by the single quadratic
relation t2 + σ = 0, where σ = ι2.
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The Heisenberg Group and Physics





LECTURE IV.1

Preview: Quantum and Classical Mechanics

. . . it was on a Sunday that the idea first occurred to me thatab−
bamight correspond to a Poisson bracket.

P.A.M. Dirac,

The following lectures describe some links between the group SL2(R), the Heisen-
berg group and hypercomplex numbers. The described relations appear in a natural
way without any enforcement from our side. The discussion is illustrated by mathem-
atical models of various physical systems.

In this chapter we will demonstrate that a Poisson bracket do not only corresponds
to a commutator, in fact a Poisson bracket is the image of the commutator under a
transformation which uses dual numbers.

IV.1.1. Axioms of Mechanics

There is a recent revival of interest in foundations of quantum mechanics, which
is essentially motivated by engineering challenges at the nano-scale. There are strong
indications that we need to revise the development of the quantum theory from its
early days.

In 1926, Dirac discussed the idea that quantum mechanics can be obtained from
classical description through a change in the only rule, cf. [81]:

. . . there is one basic assumption of the classical theory which is false,
and that if this assumption were removed and replaced by some-
thing more general, the whole of atomic theory would follow quite
naturally. Until quite recently, however, one has had no idea of what
this assumption could be.

In Dirac’s view, such a condition is provided by the Heisenberg commutation re-
lation of coordinate and momentum variables [81, (1)]:

(IV.1.1) qrpr − prqr = ih.

Algebraically, this identity declares noncommutativity of qr and pr. Thus, Dirac stated [81]
that classical mechanics is formulated through commutative quantities (“c-numbers”
in his terms) while quantum mechanics requires noncommutative quantities (“q-numbers”).
The rest of theory may be unchanged if it does not contradict to the above algebraic
rules. This was explicitly re-affirmed at the first sentence of the subsequent paper [80]:

315
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The new mechanics of the atom introduced by Heisenberg may be
based on the assumption that the variables that describe a dynam-
ical system do not obey the commutative law of multiplication, but
satisfy instead certain quantum conditions.

The same point of view is expressed in his later works [82, p. 26; 83, p. 6].
Dirac’s approach was largely approved, especially by researchers on the mathem-

atical side of the board. Moreover, the vague version – “quantum is something non-
commutative” – of the original statement was lightly reverted to “everything noncom-
mutative is quantum”. For example, there is a fashion to label any noncommutative
algebra as a “quantum space” [72].

Let us carefully review Dirac’s idea about noncommutativity as the principal source
of quantum theory.

IV.1.2. “Algebra” of Observables

Dropping the commutativity hypothesis on observables, Dirac made [81] the fol-
lowing (apparently flexible) assumption:

All one knows about q-numbers is that if z1 and z2 are two q-numbers,
or one q-number and one c-number, there exist the numbers z1 +
z2, z1z2, z2z1, which will in general be q-numbers but may be c-
numbers.

Mathematically, this (together with some natural identities) means that observables
form an algebraic structure known as a ring. Furthermore, the linear superposition prin-
ciple imposes a liner structure upon observables, thus their set becomes an algebra.
Some mathematically-oriented texts, e.g. [94, § 1.2], directly speak about an “algebra
of observables” which is not far from the above quote [81]. It is also deducible from
two connected statements in Dirac’s canonical textbook:

i. “the linear operators corresponds to the dynamical variables at that time” [82,
§ 7, p. 26].

ii. “Linear operators can be added together” [82, § 7, p. 23].
However, the assumption that any two observables may be added cannot fit into a

physical theory. To admit addition, observables need to have the same dimensionality.
In the simplest example of the observables of coordinate q and momentum p, which
units shall be assigned to the expression q + p? Meters or kilos×meters

seconds ? If we get the
value 5 for p+ q in the metric units, what is then the result in the imperial ones? Since
these questions cannot be answered, the above Dirac’s assumption is not a part of any
physical theory.

Another common definition suffering from the same problem is used in many ex-
cellent books written by distinguished mathematicians, see for example [104, § 1.1;
248, § 2-2]. It declares that quantum observables are projection-valued Borel measures
on the dimensionless real line. Such a definition permit an instant construction (through
the functional calculus) of new observables, including algebraically formed [248, § 2-2,
p. 63]:
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Because of Axiom III, expressions such as A2, A3 +A, 1−A, and eA

all make sense whenever A is an observable.
However, if A has a physical dimension (is not a scalar) then the expression A3 + A

cannot be assigned a dimension in a consistent manner.1

Of course, physical defects of the above (otherwise perfect) mathematical construc-
tions do not prevent physicists from making correct calculations, which are in a good
agreement with experiments. We are not going to analyse methods which allow re-
searchers to escape the indicated dangers. Instead, it will be more beneficial to outline
alternative mathematical foundations of quantum theory, which do not have those
shortcomings.

IV.1.3. Non-Essential Noncommutativity

While we can add two observables if they have the same dimension only, phys-
ics allows us to multiply any observables freely. Of course, the dimensionality of a
product is the product of dimensionalities, thus the commutator [A,B] = AB − BA is
well defined for any two observables A and B. In particular, the commutator (IV.1.1)
is also well-defined, but is it indeed so important?

In fact, it is easy to argue that noncommutativity of observables is not an essential
prerequisite for quantum mechanics: there are constructions of quantum theory which
do not relay on it at all. The most prominent example is the Feynman path integ-
ral. To focus on the really cardinal moments, we firstly take the popular lectures [97],
which present the main elements in a very enlightening way. Feynman managed to
tell the fundamental features of quantum electrodynamics without any reference to
(non-)commutativity: the entire text does not mention it anywhere.

Is this an artefact of the popular nature of these lecture? Take the academic present-
ation of path integral technique given in [98]. It mentioned (non-)commutativity only
on pages 115–6 and 176. In addition, page 355 contains a remark on noncommutativ-
ity of quaternions, which is irrelevant to our topic. Moreover, page 176 highlights
that noncommutativity of quantum observables is a consequence of the path integral
formalism rather than an indispensable axiom.

But what is the mathematical source of quantum theory if noncommutativity is
not? The vivid presentation in [97] uses stopwatch with a single hand to explain the
calculation of path integrals. The angle of stopwatch’s hand presents the phase for a
path x(t) between two points in the configuration space. The mathematical expression
for the path’s phase is [98, (2-15)]:

(IV.1.2) ϕ[x(t)] = const · e(i/ h)S[x(t)] ,
where S[x(t)] is the classic action along the path x(t). Summing up contributions (IV.1.2)
along all paths between two points a and b we obtain the amplitude K(a,b). This

1These arguments are rooted in history. Vieta, the founding father of the symbolic algebra, always
wrote x2 + x · 1 instead of x2 + x: the former avoids “meaningless addition of an area to a length” ex-
pressed by the later. However, very soon Descartes said that Vieta’s notations used unnecessary geometric
justifications.
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amplitude presents very accurate description of many quantum phenomena. There-
fore, expression (IV.1.2) is also a strong contestant for the rôle of the cornerstone of
quantum theory.

Is there anything common between two “principal” identities (IV.1.1) and (IV.1.2)?
Seemingly, not. A more attentive reader may say that there are only two common
elements there (in order of believed significance):

i. The non-zero Planck constant  h.
ii. The imaginary unit i.

The Planck constant was the first manifestation of quantum (discrete) behaviour
and it is at the heart of the whole theory. In contrast, classical mechanics is oftenly
obtained as a semiclassical limit  h → 0. Thus, the non-zero Planck constant looks like
a clear marker of quantum world in its opposition to the classical one. Regrettably,
there is a common practice to “chose our units such that  h = 1”. Thus, the Planck
constant becomes oftenly invisible in many formulae even being implicitly present
there. Note also, that 1 in the identity  h = 1 is not a scalar but a physical quantity with
the dimensionality of the action. Thus, the simple omission of the Planck constant
invalidates dimensionalities of physical equations.

The complex imaginary unit is also a mandatory element of quantum mechanics
in all its possible formulations. It is enough to point out that the popular lectures [97]
managed to avoid any mention of noncommutativity but did uses complex numbers
both explicitly (see the Index there) and implicitly (as rotations of the hand of a stop-
watch). However, it is a common perception that complex numbers are a useful but
manly technical tool in quantum theory.

IV.1.4. Quantum Mechanics from the Heisenberg Group

Looking for a source of quantum theory we again return to the Heisenberg com-
mutation relations (IV.1.1): they are an important part of quantum mechanics (either as
a prerequisite or as a consequence). It was observed for a long time that these relations
are a representation of the structural identities of the Lie algebra of the Heisenberg
group [104, 138, 139]. In the simplest case of one dimension, the Heisenberg group
H = H1 can be realised by the Euclidean space R3 with the group law:

(IV.1.3) (s, x,y) ∗ (s ′, x ′,y ′) = (s+ s ′ + 1
2ω(x,y; x ′,y ′), x+ x ′,y+ y ′) ,

where ω is the symplectic form on R2 [11, § 37], which is behind the entire classical
Hamiltonian formalism:

(IV.1.4) ω(x,y; x ′,y ′) = xy ′ − x ′y.

Here, like for the path integral, we see another example of a quantum notion being
defined through a classical object.

The Heisenberg group is noncommutative since ω(x,y; x ′,y ′) = −ω(x ′,y ′; x,y).
The collection of points (s, 0, 0) forms the centre of H, that is (s, 0, 0) commutes with
any other element of the group. We are interested in the unitary irreducible repres-
entations (UIRs) ρ of H in an infinite-dimensional Hilbert space H, that is a group ho-
momorphism (ρ(g1)ρ(g2) = ρ(g1 ∗ g2)) from H to unitary operators on H. By Schur’s
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lemma, for such a representation ρ, the action of the centre shall be multiplication by
an unimodular complex number, i.e. ρ(s, 0, 0) = e2πi hsI for some real  h ̸= 0.

Furthermore, the celebrated Stone–von Neumann theorem [104, § 1.5] tells that all
UIRs of H in complex Hilbert spaces with the same value of  h are unitary equivalent. In
particular, this implies that any realisation of quantum mechanics, e.g. the Schrödinger
wave mechanics, which provides the commutation relations (IV.1.1) shall be unitary
equivalent to the Heisenberg matrix mechanics based on these relations.

In particular, any UIR of H is equivalent to a subrepresentation of the following
representation on L2(R2):

(IV.1.5) ρ h(s, x,y) : f(q,p) 7→ e−2πi( hs+qx+py)f
(
q−

 h
2 y,p+

 h
2 x
)
.

Here R2 has the physical meaning of the classical phase space with q representing the
coordinate in the configurational space and p—the respective momentum. The func-
tion f(q,p) in (IV.1.5) presents a state of the physical system as an amplitude over the
phase space. Thus, the action (IV.1.5) is more intuitive and has many technical advant-
ages [104, 139, 341] in comparison with the well-known Schrödinger representation
(cf. (IV.4.16)), to which it is unitary equivalent, of course.

Infinitesimal generators of the one-parameter subgroups ρ h(0, x, 0) and ρ h(0, 0,y)
from (IV.1.5) are the operators 1

2
 h∂p − 2πiq and − 1

2
 h∂q − 2πip. For these, we can

directly verify the commutator identity:

[− 1
2
 h∂q − 2πip, 1

2
 h∂p − 2πiq] = ih, where h = 2π h.

Since we have a representation of (IV.1.1), these operators can be used as a model of
the quantum coordinate and momentum.

For a Hamiltonian H(q,p) we can integrate the representation ρ h with the Fourier
transform Ĥ(x,y) of H(q,p):

(IV.1.6) H̃ =

∫
R2

Ĥ(x,y) ρ h(0, x,y)dxdy

and obtain (possibly unbounded) operator H̃ on L2(R2). This assignment of the oper-
ator H̃ (quantum observable) to a function H(q,p) (classical observable) is known as
the Weyl quantization or a Weyl calculus [104, § 2.1]. The Hamiltonian H̃ defines the
dynamics of a quantum observable k̃ by the Heisenberg equation:

(IV.1.7) ih
dk̃

dt
= H̃k̃− k̃H̃.

This is sketch of the well-known construction of quantum mechanics from infinite-di-
mensional UIRs of the Heisenberg group, which can be found in numerous sources [104,
139, 181].

IV.1.5. Classical Noncommutativity

Now we are going to show that the priority of importance in quantum theory shall
be shifted from the Planck constant towards the imaginary unit. Namely, we describe
a model of classical mechanics with a non-zero Planck constant but with a different hy-
percomplex unit. Instead of the imaginary unit with the property i2 = −1 we will



320 IV.1. PREVIEW: QUANTUM AND CLASSICAL MECHANICS

use the nilpotent unit ε such that ε2 = 0. The dual numbers generated by nilpotent
unit were already known for there connections with Galilean relativity [115, 339] – the
fundamental symmetry of classical mechanics – thus its appearance in our discussion
shall not be very surprising after all. Rather, we may wander why the following con-
struction was unnoticed for such a long time.

Another important feature of our scheme is that the classical mechanics is presen-
ted by a noncommutative model. Therefore, it will be a refutation of Dirac’s claim
about the exclusive rôle of noncommutativity for quantum theory. Moreover, the
model is developed from the same Heisenberg group, which were used above to de-
scribe the quantum mechanics.

Consider a four-dimensional algebra C spanned by 1, i, ε and iε. We can define the
following representation ρεh of the Heisenberg group in a space of C-valued smooth
functions [197, 199]:

ρεh(s, x,y) : f(q,p) 7→(IV.1.8)

e−2πi(xq+yp)

(
f(q,p) + ε h

(
2πsf(q,p) −

iy

2
f ′q(q,p) +

ix

2
f ′p(q,p)

))
.

A simple calculation shows the representation property

ρεh(s, x,y)ρεh(s
′, x ′,y ′) = ρεh((s, x,y) ∗ (s ′, x ′,y ′))

for the multiplication (IV.1.3) on H. Since this is not a unitary representation in a
complex-valued Hilbert space its existence does not contradict the Stone–von Neu-
mann theorem. Both representations (IV.1.5) and (IV.1.8) are noncommutative and act
on functions over the phase space. The important distinction is:

• The representation (IV.1.5) is induced (in the sense of Mackey [159, § 13.4]) by
the complex-valued unitary character ρ h(s, 0, 0) = e2πi hs of the centre of H.
• The representation (IV.1.8) is similarly induced by the dual number-valued char-

acter ρεh(s, 0, 0) = eεhs = 1+εhs of the centre of H, cf. [194]. Here dual num-
bers are the associative and commutative two-dimensional algebra spanned
by 1 and ε.

Similarity between (IV.1.5) and (IV.1.8) is even more striking if (IV.1.8) is written2

as:

(IV.1.9) ρ h(s, x,y) : f(q,p) 7→ e−2π(ε hs+i(qx+py))f

(
q−

i h

2
εy,p+

i h

2
εx

)
.

Here, for a differentiable function k of a real variable t, the expression k(t+ εa) is un-
derstood as k(t)+εak ′(t), where a ∈ C is a constant. For a real-analytic function k this
can be justified through its Taylor’s expansion, see [58; 78; 79; 115; 342, § I.2(10)]. The
same expression appears within the non-standard analysis based on the idempotent
unit ε [30].

The infinitesimal generators of one-parameter subgroups ρεh(0, x, 0) and ρεh(0, 0,y)
in (IV.1.8) are

dρXεh = −2πiq−
εh

4πi
∂p and dρYεh = −2πip+

εh

4πi
∂q,

2I am grateful to Prof. N.A.Gromov, who suggested this expression.
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respectively. We calculate their commutator:

(IV.1.10) dρXεh · dρYεh − dρYεh · dρXεh = εh.

It is similar to the Heisenberg relation (IV.1.1): the commutator is non-zero and is pro-
portional to the Planck constant. The only difference is the replacement of the ima-
ginary unit by the nilpotent one. The radical nature of this change becomes clear if
we integrate this representation with the Fourier transform Ĥ(x,y) of a Hamiltonian
function H(q,p):

(IV.1.11) H̊ =

∫
R2n

Ĥ(x,y) ρεh(0, x,y)dxdy = H+
εh

2

(
∂H

∂p

∂

∂q
−
∂H

∂q

∂

∂p

)
.

This is a first order differential operator on the phase space. It generates a dynamics of
a classical observable k – a smooth real-valued function on the phase space – through
the equation isomorphic to the Heisenberg equation (IV.1.7):

εh
d̊k

dt
= H̊k̊− k̊H̊.

Making a substitution from (IV.1.11) and using the identity ε2 = 0 we obtain:

(IV.1.12)
dk

dt
=
∂H

∂p

∂k

∂q
−
∂H

∂q

∂k

∂p
.

This is, of course, the Hamilton equation of classical mechanics based on the Poisson
bracket. Dirac suggested, see the paper’s epigraph, that the commutator corresponds to
the Poisson bracket. However, the commutator in the representation (IV.1.8) is exactly
the Poisson bracket.

Note also, that both the Planck constant and the nilpotent unit disappeared from (IV.1.12),
however we did use the fact h ̸= 0 to make this cancellation. Also, the shy disappear-
ance of the nilpotent unit ε at the very last minute can explain why its rôle remain
unnoticed for a long time.

IV.1.6. Summary

We revised mathematical foundations of quantum and classical mechanics and
the rôle of hypercomplex units i2 = −1 and ε2 = 0 there. To make the consideration
complete, one may wish to consider the third logical possibility of the hyperbolic unit
j with the property j2 = 1 [142, 156, 194, 198, 199, 281, 327], see Section IV.4.4.

The above discussion provides the following observations [200]:
i. Noncommutativity is not a crucial prerequisite for quantum theory, it can be

obtained as a consequence of other fundamental assumptions.
ii. Noncommutativity is not a distinguished feature of quantum theory, there

are noncommutative formulations of classical mechanics as well.
iii. The non-zero Planck constant is compatible with classical mechanics. Thus,

there is no a necessity to consider the semiclassical limit  h → 0, where the
constant has to tend to zero.
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iv. There is no a necessity to request that physical observables form an algebra,
which is a physical non-sense since we cannot add two observables of dif-
ferent dimensionalities. Quantization can be performed by the Weyl recipe,
which requires only a structure of a linear space in the collection of all observ-
ables with the same physical dimensionality.

v. It is the imaginary unit in (IV.1.1), which is ultimately responsible for most of
quantum effects. Classical mechanics can be obtained from the similar com-
mutator relation (IV.1.10) using the nilpotent unit ε2 = 0.

In Dirac’s opinion, quantum noncommutativity was so important because it guar-
anties a non-trivial commutator, which is required to substitute the Poisson bracket.
In our model, multiplication of classical observables is also non-commutative and
the Poisson bracket exactly is the commutator. Thus, these elements do not separate
quantum and classical models anymore.

Our consideration illustrates the following statement on the exceptional rôle of the
complex numbers in quantum theory:

. . . for the first time, the complex field C was brought into physics
at a fundamental and universal level, not just as a useful or eleg-
ant device, as had often been the case earlier for many applications
of complex numbers to physics, but at the very basis of physical
law. [277]

In the 1960s it was said (in a certain connection) that the most im-
portant discovery of recent years in physics was the complex num-
bers. [250, p. 90]

Thus, Dirac may be right that we need to change a single assumption to get a
transition between classical mechanics and quantum. But, it shall not be a move from
commutative to noncommutative. Instead, we need to replace a representation of the
Heisenberg group induced from a dual number-valued character by the representation
induced by a complex-valued character. Our conclusion can be stated like a propor-
tionality:

Classical/Quantum=Dual numbers/Complex numbers.



LECTURE IV.2

The Heisenberg Group

The relations, which define the Heisenberg group or its Lie algebra, are of a funda-
mental nature and appeared in very different areas. For example, the basic operators of
differentiation and multiplication by an independent variable in analysis satisfy to the
same commutation relations as observables of momentum and coordinate in quantum
mechanics.

It is very easy to oversee those common structures. Roger Howe said in [138]:
An investigator might be able to get what he wanted out of a situ-
ation while overlooking the extra structure imposed by the Heisen-
berg group, structure which might enable him to get much more.

We shall start from the general properties the Heisenberg group and its represent-
ations. Many important applications will follow.

REMARK IV.2.1. It is worth to mention that the Heisenberg group is also known
as the Weyl (or Heisenberg–Weyl) group in physical literature. It is another illustration
of its perception as an extraneous object: physicists call it by the name of a mathem-
atician, and mathematicians by the name of a physicists.

To add more confusion the Lie algebra of the Heisenberg group is called Weyl
algebra. However, the commutator relations [Q,P] = I in the Weyl algebra are called
Heisenberg commutator relations, however the commutation relation sm = qms in
the representation the Heisenberg group are known as the Weyl commutation relation.
The most obvious simplification would be to call every above object the Heisenberg–
Weyl. However we will use the most common names in this work.

IV.2.1. The Symplectic Form and the Heisenberg group

Let n ⩾ 1 be an integer. For two real n-vectors x, y ∈ Rn, we write xy for their
inner product:
(IV.2.1)
xy = x1y1 + x2y2 + · · ·+ xnyn, where x = (x1, x2, . . . , xn), y = (y1,y2, . . . ,yn).

Similarly for complex vectors z, w ∈ Cn, we define:
(IV.2.2)
zw̄ = z1w̄1 + z2w̄2 + · · ·+ znw̄n, where z = (z1, z2, . . . , zn), w = (w1,w2, . . . ,wn).

The following notion is the central for Hamiltonian formulation of classical mech-
anics [11, § 37].

323
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DEFINITION IV.2.2. The symplectic formω on R2n is a function of two vectors such
that:

(IV.2.3) ω(x,y; x ′,y ′) = xy ′ − x ′y, where (x,y), (x ′,y ′) ∈ R2n.

EXERCISE IV.2.3. Check the following properties:
i. ω is anti-symmetricω(x,y; x ′,y ′) = −ω(x ′,y ′; x,y).

ii. ω is bilinear:

ω(x,y;αx ′,αy ′) = αω(x,y; x ′,y ′),

ω(x,y; x ′ + x ′′,y ′ + x ′′) = αω(x,y; x ′,y ′) +ω(x,y; x ′′,y ′′).

iii. Let z = x+ iy andw = x ′ + iy ′ thenω can be expressed through the complex
inner product (IV.2.2) asω(x,y; x ′,y ′) = −ℑ(zw̄).

iv. The symplectic form on R2 is equal to det

(
x x ′

y y ′

)
. Consequently it vanishes

if and only if (x,y) and (x ′,y ′) are collinear.
v. Let A ∈ SL2(R) be a real 2× 2 matrix with the unit determinant. Define:

(IV.2.4)
(
x̃
ỹ

)
= A

(
x
y

)
and

(
x̃ ′

ỹ ′

)
= A

(
x ′

y ′

)
.

Then, ω(x̃, ỹ; x̃ ′, ỹ ′) = ω(x,y; x ′,y ′). Moreover, the symplectic group Sp(2)—
the set of all linear transformations of R2 preservingω—coincides with SL2(R).

Now we define the main object of our consideration.

DEFINITION IV.2.4. An element of the n-dimensional Heisenberg group Hn [104,
139] is (s, x,y) ∈ R2n+1, where s ∈ R and x, y ∈ Rn. The group law on Hn is given as
follows:

(IV.2.5) (s, x,y) · (s ′, x ′,y ′) = (s+ s ′ + 1
2ω(x,y; x ′,y ′), x+ x ′,y+ y ′),

whereω the symplectic form.

For the sake of simplicity, we will work with the one-dimensional Heisenberg
group H1 on several occasions. This shall be mainly in the cases involving the sym-
plectic group, since we want to the stay the basic case Sp(2) ∼ SL2(R). However,
consideration of the general case of Hn is similar in most respects.

EXERCISE IV.2.5. For the Heisenberg group Hn, check that:
i. The unit is (0, 0, 0) and the inverse (s, x,y)−1 = (−s,−x,−y).

ii. It is a non-commutative Lie group. HINT: Use the properties of the symplectic
form from the Exercise IV.2.3. For example, the associativity follows from the linearity
ofω.⋄

iii. It has the centre

(IV.2.6) Z = {(s, 0, 0) ∈ Hn, s ∈ R}.

The group law on Hn can be expressed in several equivalent forms.
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EXERCISE IV.2.6. i. Introduce complexified coordinates (s, z) on H1 with
z = x+ iy. Then the group law can be written as:

(s, z) · (s ′, z ′) = (s+ s ′ + 1
2ℑ(z

′z̄), z+ z ′).

ii. Show that the set R3 with the group law

(IV.2.7) (s, x,y) · (s ′, x ′,y ′) = (s+ s ′ + xy ′, x+ x ′,y+ y ′)

is isomorphic to the Heisenberg group H1. It is called polarised Heisenberg
group [104, § 1.2]. HINT: Use the explicit form of the homomorphism (s, x,y) 7→
(s+ 1

2
xy, x,y).⋄

iii. Define the map ϕ : H1 →M3(R) by

(IV.2.8) ϕ(s, x,y) =

1 x s+ 1
2xy

0 1 y
0 0 1

 .

This is a group homomorphism from H1 to the group of 3 × 3 matrices with
the unit determinant and the matrix multiplication as the group operation.
Write also a group homomorphism from the polarised Heisenberg group to
M3(R).

iv. Expand the above items from this Exercise to Hn.

IV.2.2. Lie algebra of the Heisenberg group

The Lie algebra of the Heisenberg group h1 is also called Weyl algebra. From the
general theory we know, that h1 is a three-dimensional real vector space, thus, it can
be identified as a set with the group H1 ∼ R3 itself.

There are several standard possibilities to realise h1, cf. Sect. I.2.3. Firstly, we link
h1 with one-parameter subgroups as in Sect. I.2.3.1.

EXERCISE IV.2.7. i. Show that 3×3 matrices from (IV.2.8) are created by the
following exponential map:

(IV.2.9) exp

0 x s
0 0 y
0 0 0

 =

1 x s+ 1
2xy

0 1 y
0 0 1

 .

Thus h1 isomorphic to the vector space of matrices in the left-hand side. We
can define the explicit identification exp : h1 → H1 by (IV.2.9), which is also
known as the exponential coordinates on H1.

ii. Define the basis of h1:

(IV.2.10) S =

0 0 1
0 0 0
0 0 0

 , X =

0 1 0
0 0 0
0 0 0

 , Y =

0 0 0
0 0 1
0 0 0

 .

Write the one-parameter subgroups of H1 generated by S, X and Y.

Another possibility is a description of h1 as the collection of invariant vector fields,
see Sect. I.2.3.2.
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EXERCISE IV.2.8. i. Check that the following vector fields on H1 are left
(right) invariant:

(IV.2.11) Sl(r) = ±∂s, Xl(r) = ±∂x − 1
2y∂s, Yl(r) = ±∂y + 1

2x∂s.

Show also that they are linearly independent and, thus, are bases the Lie al-
gebra h1 in two different realisations.

ii. Calculate one-parameter groups of right (left) shifts on H1 generated by these
vector fields.

The principal operation on a Lie algebra, besides the linear structure, is the com-
mutator [A,B] = AB − BA, see Sect. I.2.3.3. In the above exercises we can define the
commutator for matrices and vector fields through the corresponding algebraic oper-
ations in these algebras.

EXERCISE IV.2.9. i. Check that bases from (IV.2.10) and (IV.2.11) satisfy the
Heisenberg commutator relation

(IV.2.12) [Xl(r), Yl(r)] = Sl(r)

and all other commutators vanishing. More generally:

(IV.2.13) [A,A ′] = ω(x,y; x ′,y ′)S, where A(′) = s(′)S+ x(′)X+ y(′)Y,

andω is the symplectic form.
ii. Show that any second (and, thus, any higher) commutator [[A,B],C] on h1

vanishes. This property can be stated as “the Heisenberg group is a step 2
nilpotent Lie group”.

iii. Check the formula

(IV.2.14) exp(A) exp(B) = exp(A+ B+ 1
2 [A,B]), where A,B ∈ h1.

The formula is also true for any step 2 nilpotent Lie group and is a particular
case of the Baker–Campbell–Hausdorff formula. HINT: In the case of H1 you can
use the explicit form of the exponential map (IV.2.9).⋄

iv. Define the vector space decomposition

(IV.2.15) h1 = V0 ⊕ V1, such that V0 = [V1,V1].

Consequently, we can start from definition of the Lie algebra hn through the com-
mutation relations (IV.2.12). Thereafter, Hn and the group law (IV.2.5) can be derived
from the exponentiation of hn.

We note that any element A ∈ h1 defines an adjoint map ad(A) : B 7→ [A,B] on h1.

EXERCISE IV.2.10. Write matrices corresponding to transformations ad(S), ad(X),
ad(Y) of h1 in the basis S, X, Y.

IV.2.3. Automorphisms of the Heisenberg group

Erlangen programme suggest investigate invariants under group action. This re-
cipe can be applied recursively to groups themselves. Transformations of a group
which preserve its structure are called group automorphisms.

EXERCISE IV.2.11. Check that the following are automorphisms of H1:
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i. Inner automorphisms or conjugation with (s, x,y) ∈ H1:

(s ′, x ′,y ′) 7→ (s, x,y) · (s ′, x ′,y ′) · (s, x,y)−1 = (s ′ +ω(x,y; x ′,y ′), x ′,y ′)

= (s ′ + xy ′ − x ′y, x ′,y ′).(IV.2.16)

ii. Symplectic maps (s, x,y) = (s, x̃, ỹ), where
(
x̃
ỹ

)
= A

(
x
y

)
with A from the

symplectic group Sp(2) ∼ SL2(R), see Exercise IV.2.3.v.
iii. Dilations: (s, x,y) 7→ (r2s, rx, ry) for a positive real r.
iv. Inversion: (s, x,y) 7→ (−s,y, x).

The last three types of transformations are outer automorphisms.

In fact we listed all ingredients of the automorphism group.

EXERCISE IV.2.12. Show that
i. Automorphism groups of H1 and h1 coincide as groups of maps of R3 onto

itself. HINT: Use the exponent map and the relation (IV.2.14). The crucial step is a
demonstration that any automorphism of H1 is a linear map of R3. See details in [104,
Ch. 1, (1.21)].⋄

ii. All transforms from Exercise IV.2.11 viewed as automorphisms of h1 preserve
the decomposition (IV.2.15).

iii. Every automorphism of H1 can be written uniquely as composition of a sym-
plectic map, an inner automorphism, a dilation and a power ( mod 2) of the
inversion from Exercise IV.2.11. HINT: Any automorphism is a linear map (by the
previous item) of R3 which maps the centre Z to itself. Thus it shall have the form
(s, x,y) 7→ (cs + ax + by, T(x,y)), where a, b and c are real and T is a linear map of
R2, see [104, Ch. 1, (1.22)].⋄

The symplectic automorphisms from Exercise IV.2.11.ii can be characterised as the
group of outer automorphisms of H1, which trivially acts on the centre of H1. It is the
group of symmetries of the symplectic form ω in (IV.2.5) [104, Thm. 1.22; 138, p. 830].
The symplectic group is isomorphic to SL2(R) considered in the first half of this work,
see Exercise IV.2.3.v. For future use we will need S̃p(2) which is the double cover of
Sp(2).

We can build the semidirect product G = H1 ⋊ S̃p(2) with the standard group law
for semidirect products:

(IV.2.17) (h,g) ∗ (h ′,g ′) = (h ∗ g(h ′),g ∗ g ′), where h,h ′ ∈ H1, g,g ′ ∈ S̃p(2),

and the stars denote the respective group operations while the action g(h ′) is defined
as the composition of the projection map S̃p(2) → Sp(2) and the action (IV.2.4). This
group is sometimes called the Schrödinger group and it is known as the maximal kin-
ematical invariance group of both the free Schrödinger equation and the quantum har-
monic oscillator [263]. This group is of interest not only in quantum mechanics but
also in optics [322, 323].

Consider the Lie algebra sp2 of the group Sp(2). We again use the basis A, B,
Z (II.3.13) with commutators (II.3.14). Vectors Z, B − Z/2 and B are generators of
the one-parameter subgroups K, N ′ and A′ (I.3.8–I.3.10) respectively. Furthermore we
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can consider the basis {S,X, Y,A,B,Z} of the Lie algebra g of the Schrödinger group
G = H1 ⋊ S̃p(2). All non-zero commutators besides those already listed in (IV.2.12)
and (II.3.14) are:

[A,X] = 1
2X, [B,X] = −1

2Y, [Z,X] = Y;(IV.2.18)

[A, Y] = −1
2Y, [B, Y] = −1

2X, [Z, Y] = −X.(IV.2.19)

IV.2.4. Subgroups of Hn and Homogeneous Spaces

We want to classify up to certain equivalences all possible H1–homogeneous spaces.
According to Sect. I.2.2.2 we will look for continuous subgroups of H1.

One-dimensional continuous subgroups of H1 can be classified up to group auto-
morphism. Two one-dimensional subgroups of H1 are the centre Z (IV.2.6) and

(IV.2.20) Hx = {(0, t, 0) ∈ Hn, t ∈ R}.

EXERCISE IV.2.13. Show that
i. There is no an automorphism of H1 which maps Z to Hx.

ii. For any one-parameter continuous subgroup H of H1 there is an automorph-
ism of H1 which maps H either to Z or Hx.

Next, for a subgroup H we wish to describe the respective homogeneous space
X = H1/H and actions of H1 on X. See, Section I.2.2.2 for the background general
theory and definitions of maps p : H1 → X and s : X→ H1.

EXERCISE IV.2.14. Check that:
i. Both homogeneous spaces H1/Z and H1/Hx are parametrised by R2;

ii. The H1-action on H1/Z is:

(IV.2.21) (s, x,y) : (x ′,y ′) 7→ (x+ x ′,y+ y ′).

HINT: Use the following maps: p : (s ′, x ′,y ′) 7→ (x ′,y ′), s : (x ′,y ′) 7→ (0, x ′,y ′).⋄
iii. The H1-action on H1/Hx is:

(IV.2.22) (s, x,y) : (s ′,y ′) 7→ (s+ s ′ + 1
2xy

′,y+ y ′).

HINT: Use the following maps: p : (s ′, x ′,y ′) 7→ x ′, s : x ′ 7→ (0, x ′, 0).⋄

The classification of two-dimensional subgroups is as follows:

EXERCISE IV.2.15. Show that
i. For any two-dimensional continuous subgroup of H1 there is an automorph-

ism of H1 which maps the subgroup to

(IV.2.23) H ′
x = {(s, 0,y) ∈ H1, s,y ∈ R}.

ii. The homogeneous space H1/H ′
x is parametrised by R.

iii. H1-action on H1/H ′
x is

(IV.2.24) (s, x,y) : x ′ 7→ x+ x ′

HINT: Use the maps p : (s ′, x ′,y ′) 7→ x ′ and s : x ′ 7→ (0, x ′, 0).⋄
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Actions (IV.2.21) and (IV.2.24) are Euclidean shifts and much more simple than the
Möbius action of the group SL2(R) (I.1.1). Nevertheless, the associated representations
of the Heisenberg group will be far from trivial.





LECTURE IV.3

Representations of the Heisenberg Group

The Heisenberg group, as many other things, is worth to be seen in action. We are
going to describe various form of its actions on linear spaces, that is, representations
of Hn.

IV.3.1. Left Regular Representations and Its Subrepresentations

As usual, we can extend geometrical action of H1 on itself by left shift to a linear
representation

(IV.3.1) Λ(g) : f(g ′) 7→ f(g−1g ′), g,g ′ ∈ H1

on a certain linear space of functions.

EXERCISE IV.3.1. Check that the Lebesgue measure dg = dsdxdy on H1 ∼ R3 is
invariant under the left shift (IV.3.1).

Thus the (left invariant) Haar measure on H1 coincides with the Lebesgue meas-
ure. The same measure is also invariant under the right shifts, thus H1 is unimodu-
lar. Consequently, the action (IV.3.1) on L2(H,dg) is unitary, it is called the left regular
representation. Moreover, the action (IV.3.1) on the Banach space Lp(H,dg) for any
1 ⩽ p <∞ is also an isometry.

The left regular representation (IV.3.1) is reducible on L2(H,dg). To find its (pos-
sibly irreducible) subrepresentations, we can construct linear representations of H1 by
induction from a character χ of the centre Z, see Section II.3 and [159, § 13]. There
are several equivalent forms for the construction, here we prefer the following one,
cf. § II.3.2 and [159, § 13; 321, Ch. 5].

Let χ be a character of Z, that is, a group homomorphism of Z to the group of
unimodular complex numbers. Let Fχ2 (H1) be the space of functions on H1 having the
properties:

(IV.3.2) f(gh) = χ(h)f(g), for all g ∈ Hn, h ∈ Z
and

(IV.3.3)
∫
R2

|f(0, x,y)|2 dxdy <∞.

Then Fχ2 (H1) is invariant under the left shifts (IV.3.1) and those shifts restricted to
Fχ2 (H1) make a representation ρχ of H1 induced by χ.

EXERCISE IV.3.2. Check that the induced representation is unitary if Fχ2 (H1) is con-
sidered as a Hilbert space with the norm defined by the integral in (IV.3.3).
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However, the representation ρχ is not necessarily irreducible. Indeed, left shifts are
commuting with the right action of the group. Thus, any subspace of null-solutions
of a linear combination aS +

∑n
j=1(bjXj + cjYj) of left-invariant vector fields is left-

invariant and we can restrict ρχ to this subspace. The left-invariant differential oper-
ators define analytic condition for functions, cf. Cor. II.6.34.

EXAMPLE IV.3.3. The function f0(s, x,y) = eihs−h(x
2+y2)/4, where h = 2π h is a

real number, belongs to Fχ2 (Hn) for the character χ(s) = eihs. It is also a null solution
for all the operators Xj − iYj. The closed linear span of functions fg = Λ(g)f0 is invari-
ant under left shifts and provide a model for the representation Heisenberg group, cf.
below (IV.3.7).

IV.3.2. Induced Representations on Homogeneous Spaces

We can also build representations on the homogeneous spaces using the formula (II.3.6).
We briefly remind this alternative construction of induced representations here [159,
§ 13.2]. Consider a subgroup H of a group G. Let a smooth section s : G/H → G be a
right inverse of the natural projection p : G → G/H. Thus any element g ∈ G can be
uniquely decomposed as g = s(p(g)) ∗ r(g) where the map r : G→ H is defined by the
previous identity. For a character χ of H we can define a lifting Lχ : L2(G/H)→ Lχ2 (G)
as follows:

(IV.3.4) [Lχf](g) = χ(r(g))f(p(g)) where f(x) ∈ L2(G/H).
The image space of the lifting Lχ satisfies to (IV.3.2) and is invariant under left shifts.
We also define the pulling P : Lχ2 (G) → L2(G/H), which is a left inverse of the lift-
ing and explicitly can be given, for example, by [PF](x) = F(s(x)). Then the induced
representation on L2(G/H) is generated by the formula

(IV.3.5) ρχ(g) = P ◦Λ(g) ◦ L
It implies the formula (II.3.6) for induced representations on the homogeneous spaces:

(IV.3.6) [ρχ(g)f](x) = χ(r(g
−1 ∗ s(x)))f(g−1 · x).

The corresponding forms of the induced representations are:
i. For H = Z the map r : H1 → Z is r(s, x,y) = (s, 0, 0). For the character
χ h(s, 0, 0) = e

2πi hs, the representation of H1 on L2(R2) is, cf. (IV.2.21):

(IV.3.7) [ρ h(s, x,y)f](x
′,y ′) = e2πi h(−s−

1
2ω(x,y;x′y′))f(x ′ − x,y ′ − y).

The Fourier transform maps this representation to the Fock–Segal–Bargmann
(FSB) representation (IV.3.20), see Exercise IV.3.5.

ii. For H = Hx the map r(s, x,y) = (0, x, 0). For the character χ(0, x, 0) = e2πi hx,
the representation H1 on L2(R2) is, cf. (IV.2.22):

(IV.3.8) [ρ h(s, x,y)f](s
′,y ′) = e−2πi hxf(s ′ − s− xy ′ +

1

2
xy,y ′ − y).
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iii. ForH = H ′
x = {(s, 0,y) ∈ H1} the map r : H1 → H ′

x is r(s, x,y) = (s− 1
2xy, 0,y).

For the character χ h(s, 0,y) = e
2πi( hs+qy), the representation of H1 on L2(R1)

is, cf. (IV.2.24):

(IV.3.9) [ρ h(s, x,y)f](x
′) = exp(2πi( h(−s+ yx ′ − 1

2xy) − qy)) f(x
′ − x).

For q = 0, this a key to the Schrödinger representation of the Heisenberg group,
which is obtaned by the Fourier transform.

We will see below that all these (and many others) representations with the same value
 h are unitary equivalent.

IV.3.3. Co-adjoint Representation and Method of Orbits

Let h∗1 be the dual space to h1, that is the space of all linear functional on h1 ∼ R3.
For physical reasons, we use letter (h,q,p) to denote bi-orthonormal coordinates to
the exponential ones (s, x,y) on hn.

The inner automorphism from the Exercise IV.2.11.i map the unit (0, 0, 0) of H1 to
itself. Thus inner automorphisms generate a transformation of the tangent space at
(0, 0, 0) to itself, which is a linear map given by the same formula (IV.2.16).

EXERCISE IV.3.4. Check that the adjoint of the linear transformation (IV.2.16) is:

(IV.3.10) ad∗(s, x,y) : (h,q,p) 7→ (h,q+ hy,p− hx),

where (s, x,y) ∈ Hn.

The above map is called the co-adjoint representation [159, § 15.1] Ad∗ : h∗n → h∗n of
Hn. There are two types of orbits in (IV.3.10) for Ad∗, i.e. Euclidean spaces R2n and
single points:

Oh = {(h,q,p) : for a fixed h ̸= 0, (q,p) ∈ R2n},(IV.3.11)
O(q,p) = {(0,q,p) : for a fixed (q,p) ∈ R2n}.(IV.3.12)

All complex representations are induced [159, § 13] by a character χh(s, 0, 0) = eihs

of the centre of Hn generated by (h, 0, 0) ∈ h∗n and shifts (IV.3.10) from the left on
orbits (IV.3.11). The explicit formula respecting physical units [181] is:

(IV.3.13) ρχ(s, x,y) : fh(q,p) 7→ e−i(hs+qx+py)fh(q− h
2 y,p+

h
2 x).

This is the Fock–Segal–Bargmann (FSB) type representation

EXERCISE IV.3.5. Check that the Fourier transform

f̂(q,p) =

∫
R2

f(x ′,y ′)e− h(x′p+y′q) dx ′ dy ′

intertwines representations (IV.3.7) and (IV.3.20).

The Stone–von Neumann Theorem IV.3.6 describes all unitary irreducible rep-
resentations of Hn parametrised up to equivalence by two classes of orbits (IV.3.11)
and (IV.3.12):

• The infinite dimensional representations by transformation ρχ (IV.3.20) for
h ̸= 0 in Fock [104, 139] space F2(Oh) ⊂ L2(Oh) of null solutions of Cauchy–
Riemann type operators [181].
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• The one-dimensional representations as multiplication by a constant on C =
L2(O(q,p)) which drops out from (IV.3.20) for h = 0:

(IV.3.14) ρ(q,p)(s, x,y) : c 7→ e−i(qx+py)c.

IV.3.4. Stone–von Neumann Theorem

The following result [159, § 18.4], [104, Chap. 1, § 5] reduces

THEOREM IV.3.6 (The Stone–von Neumann). Let ρ be a unitary representation of Hn
on a Hilbert space H, such that ρ(s, 0, 0) = e2ihsI for a non-zero real h. Then H = ⊕Hα
where theHα’s are mutually orthogonal subspaces ofH, each invariant under ρ, such that that
the restriction ρ|Hα

is unitary equivalent to ρh for each α. In particular, if ρ is irreducible
then ρ is equivalent to ρh.

PROOF. □

IV.3.5. Shale–Weil Representation

The Shale–Weil theorem [104, § 4.2; 138, p. 830] states that any representation ρ h of
the Heisenberg groups generates a unitary oscillator (or metaplectic) representation ρSW

 h

of the S̃p(2), the two-fold cover of the symplectic group [104, Thm. 4.58]. The Shale–
Weil theorem allows us also to expand any representation ρ h of the Heisenberg group
to the representation ρ2 h = ρ h ⊕ ρSW

 h of the group Schrödinger group G.
Of course, there is the derived form of the Shale–Weil representation for g. It can

often be explicitly written in contrast to the Shale–Weil representation.

EXAMPLE IV.3.7. Let ρ h be the Schrödinger representation [104, § 1.3] of H1 in
L2(R), that is [199, (3.5)]:

[ρχ(s, x,y)f ](q) = e
2πi h(s−xy/2)+2πixq f(q−  hy).

Thus the action of the derived representation on the Lie algebra h1 is:

(IV.3.15) ρ h(X) = 2πiq, ρ h(Y) = − h
d

dq
, ρ h(S) = 2πi hI.

Then the associated Shale–Weil representation of Sp(2) in L2(R) has the derived action,
cf. [104, § 4.3; 322, (2.2)]:
(IV.3.16)

ρSW
 h (A) = −

q

2

d

dq
−

1

4
, ρSW

 h (B) = −
 hi

8π

d2

dq2
−
πiq2

2 h
, ρSW

 h (Z) =
 hi

4π

d2

dq2
−
πiq2

 h
.
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We can verify commutators (IV.2.12) and (II.3.14), (IV.2.19) for operators (IV.3.15–IV.3.16).
It is also obvious that in this representation the following algebraic relations hold:

ρSW
 h (A) =

i

4π h
(ρ h(X)ρ h(Y) −

1
2ρ h(S))(IV.3.17)

=
i

8π h
(ρ h(X)ρ h(Y) + ρ h(Y)ρ h(X)),

ρSW
 h (B) =

i

8π h
(ρ h(X)

2 − ρ h(Y)
2),(IV.3.18)

ρSW
 h (Z) =

i

4π h
(ρ h(X)

2 + ρ h(Y)
2).(IV.3.19)

Thus it is common in quantum optics to name g as a Lie algebra with quadratic gener-
ators, see [109, § 2.2.4].

Note that ρSW
 h (Z) is the Hamiltonian of the harmonic oscillator (up to a factor).

Then we can consider ρSW
 h (B) as the Hamiltonian of a repulsive (hyperbolic) oscillator.

The operator ρSW
 h (B−Z/2) =

 hi
4π

d2

dq2 is the parabolic analog. A graphical representation
of all three transformations defined by those Hamiltonian is given in Fig. II.3.1 and a
further discussion of these Hamiltonians can be found in [338, § 3.8].

An important observation, which is often missed, is that the three linear sym-
plectic transformations are unitary rotations in the corresponding hypercomplex al-
gebra, cf. [194, § 3]. This means, that the symplectomorphisms generated by operators
Z, B− Z/2, B within time t coincide with the multiplication of hypercomplex number
q + ιp by eιt, see Section II.3.1 and Fig. II.3.1, which is just another illustration of the
Similarity and Correspondence Principle II.3.5.

EXAMPLE IV.3.8. There are many advantages of considering representations of the
Heisenberg group on the phase space [74; 104, § 1.6; 139, § 1.7]. A convenient expres-
sion for Fock–Segal–Bargmann (FSB) representation on the phase space is, cf. § IV.4.2.1
and [74, (1); 181, (2.9)]:

(IV.3.20) [ρF(s, x,y)f](q,p) = e
−2πi( hs+qx+py)f

(
q−

 h
2 y,p+

 h
2 x
)
.

Then the derived representation of h1 is:

(IV.3.21) ρF(X) = −2πiq+
 h
2 ∂p, ρF(Y) = −2πip−

 h
2 ∂q, ρF(S) = −2πi hI.

This produces the derived form of the Shale–Weil representation:
(IV.3.22)

ρSW
F (A) = 1

2 (q∂q − p∂p) , ρSW
F (B) = −1

2 (p∂q + q∂p) , ρSW
F (Z) = p∂q − q∂p.

Note that this representation does not contain the parameter  h unlike the equivalent
representation (IV.3.16). Thus the FSB model explicitly shows the equivalence of ρSW

 h1

and ρSW
 h2

if  h1 h2 > 0 [104, Thm. 4.57].
As we will also see below the FSB-type representations in hypercomplex numbers

produce almost the same Shale–Weil representations.





LECTURE IV.4

Harmonic Oscillator and Ladder Operators

Complex valued representations of the Heisenberg group (also known as Weyl or
Heisenberg-Weyl group) provide a natural framework for quantum mechanics [104,
139]. This is the most fundamental example of the Kirillov orbit method, induced rep-
resentations and geometrical quantisation technique [160,161]. Following the present-
ation in Section II.3 we will consider representations of the Heisenberg group which
are induced by hypercomplex characters of its centre: complex (which correspond to
the elliptic case), dual (parabolic) and double (hyperbolic).

To describe dynamics of a physical system we use a universal equation based on
inner derivations (commutator) of the convolution algebra [177, 181]. The complex
valued representations produce the standard framework for quantum mechanics with
the Heisenberg dynamical equation [336].

The double number valued representations, with the hyperbolic unit j2 = 1, is a
natural source of hyperbolic quantum mechanics developed for a while [142, 143, 151,
154, 155]. The universal dynamical equation employs hyperbolic commutator in this
case. This can be seen as a Moyal bracket based on the hyperbolic sine function. The hy-
perbolic observables act as operators on a Krein space with an indefinite inner product.
Such spaces are employed in study of PT-symmetric Hamiltonians and hyperbolic unit
j2 = 1 naturally appear in this setup [121].

The representations with values in dual numbers provide a convenient description
of the classical mechanics. For this we do not take any sort of semiclassical limit, rather
the nilpotency of the parabolic unit (ε2 = 0) do the task. This removes the vicious
necessity to consider the Planck constant tending to zero. The dynamical equation takes
the Hamiltonian form. We also describe classical non-commutative representations of
the Heisenberg group which acts in the first jet space.

REMARK IV.4.1. It is worth to note that our technique is different from contraction
technique in the theory of Lie groups [119,242]. Indeed a contraction of the Heisenberg
group Hn is the commutative Euclidean group R2n which does not recreate neither
quantum nor classical mechanics.

The approach provides not only three different types of dynamics, it also generates
the respective rules for addition of probabilities as well. For example, the quantum in-
terference is the consequence of the same complex-valued structure, which directs the
Heisenberg equation. The absence of an interference (a particle behaviour) in the clas-
sical mechanics is again the consequence the nilpotency of the parabolic unit. Double
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numbers creates the hyperbolic law of additions of probabilities, which was extens-
ively investigates [151, 154]. There are still unresolved issues with positivity of the
probabilistic interpretation in the hyperbolic case [142, 143].

REMARK IV.4.2. It is commonly accepted since the Dirac’s paper [81] that the strik-
ing (or even the only) difference between quantum and classical mechanics is non-
commutativity of observables in the first case. In particular the Heisenberg commuta-
tion relations (IV.2.12) imply the uncertainty principle, the Heisenberg equation of mo-
tion and other quantum features. However, the entire book of Feynman on QED [97]
does not contains any reference to non-commutativity. Moreover, our work shows that
there is a non-commutative formulation of classical mechanics. Non-commutative rep-
resentations of the Heisenberg group in dual numbers implies the Poisson dynamical
equation and local addition of probabilities in SectionIV.4.5, which are completely clas-
sical.

This entirely dispels any illusive correlation between classical/quantum and commutative/non-
commutative. Instead we show that quantum mechanics is fully determined by the
properties of complex numbers. In Feynman’s exposition [97] complex numbers are
presented by a clock, rotations of its arm encode multiplications by unimodular com-
plex numbers. Moreover, there is no a presentation of quantum mechanics, which does
not employ complex phases (numbers) in one or another form. Analogous parabolic
and hyperbolic phases (or characters produced by associated hypercomplex numbers,
see Section II.3.1) lead to classical and hypercomplex mechanics respectively.

This section clarifies foundations of quantum and classical mechanics. We re-
covered the existence of three non-isomorphic models of mechanics from the repres-
entation theory. They were already derived in [142, 143] from translation invariant
formulation, that is from the group theory as well. It also hinted that hyperbolic coun-
terpart is (at least theoretically) as natural as classical and quantum mechanics are. The
approach provides a framework for a description of aggregate system which have say
both quantum and classical components. This can be used to model quantum com-
puters with classical terminals [189].

Remarkably, simultaneously with the work [142] group-invariant axiomatics of
geometry leaded R.I. Pimenov [284] to description of 3n Cayley–Klein constructions.
The connection between group-invariant geometry and respective mechanics were ex-
plored in many works of N.A. Gromov, see for example [115, 116, 119]. They already
highlighted the rôle of three types of hypercomplex units for the realisation of elliptic,
parabolic and hyperbolic geometry and kinematic.

There is a further connection between representations of the Heisenberg group
and hypercomplex numbers. The symplectomorphism of phase space are also auto-
morphism of the Heisenberg group [104, § 1.2]. We recall that the symplectic group
Sp(2) [104, § 1.2] is isomorphic to the group SL2(R) [140, 240, 251] and provides lin-
ear symplectomorphisms of the two-dimensional phase space. It has three types of
non-isomorphic one-dimensional continuous subgroups (I.3.8-I.3.10) with symplectic
action on the phase space illustrated by Fig. II.3.1. Hamiltonians, which produce those
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symplectomorphism, are of interest [322; 323; 338, § 3.8]. An analysis of those Hamilto-
nians from Section II.3.3 by means of ladder operators recreates hypercomplex coeffi-
cients as well [196].

Harmonic oscillators, which we shall use as the main illustration here, are treated
in most textbooks on quantum mechanics. This is efficiently done through creation/an-
nihilation (ladder) operators, cf. § II.3.3 and [48, 109]. The underlying structure is the
representation theory of the Heisenberg and symplectic groups [104; 139; 240, § VI.2;
321, § 8.2]. As we will see, they are naturally connected with respective hypercomplex
numbers. As a result we obtain further illustrations to the Similarity and Correspond-
ence Principle II.3.5.

We work with the simplest case of a particle with only one degree of freedom.
Higher dimensions and the respective group of symplectomorphisms Sp(2n) may re-
quire consideration of Clifford algebras [66, 69, 121, 166, 289].

IV.4.1. p-Mechanic Formalism

Here we briefly outline a formalism [53, 169, 177, 181, 294], which allows to unify
quantum and classical mechanics.

IV.4.1.1. Convolutions (Observables) on Hn and Commutator. Using a invariant
measure dg = dsdxdy on Hn we can define the convolution of two functions:

(k1 ∗ k2)(g) =

∫
Hn

k1(g1)k2(g
−1
1 g)dg1.(IV.4.1)

This is a non-commutative operation, which is meaningful for functions from various
spaces including L1(Hn,dg), the Schwartz space S and many classes of distributions,
which form algebras under convolutions. Convolutions on Hn are used as observables
in p-mechanic [169, 181].

A unitary representation ρ of Hn extends to L1(Hn,dg) by the formula:

(IV.4.2) ρ(k) =

∫
Hn

k(g)ρ(g)dg.

This is also an algebra homomorphism of convolutions to linear operators.
For a dynamics of observables we need inner derivations Dk of the convolution

algebra L1(Hn), which are given by the commutator:

Dk : f 7→ [k, f] = k ∗ f− f ∗ k(IV.4.3)

=

∫
Hn

k(g1)
(
f(g−1

1 g) − f(gg−1
1 )
)
dg1, f,k ∈ L1(Hn).

To describe dynamics of a time-dependent observable f(t,g) we use the universal
equation, cf. [167, 169]:

(IV.4.4) Sḟ = [H, f],

where S is the left-invariant vector field (IV.2.11) generated by the centre of Hn. The
presence of operator S fixes the dimensionality of both sides of the equation (IV.4.4)
if the observable H (Hamiltonian) has the dimensionality of energy [181, Rem 4.1]. If
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we apply a right inverse A of S to both sides of the equation (IV.4.4) we obtain the
equivalent equation

(IV.4.5) ḟ = {[H, f]} ,

based on the universal bracket {[k1,k2]} = k1 ∗Ak2 − k2 ∗Ak1 [181].

EXAMPLE IV.4.3 (Harmonic oscillator). Let H = 1
2 (mk

2q2 + 1
m
p2) be the Hamilto-

nian of a one-dimensional harmonic oscillator, where k is a constant frequency and m
is a constant mass. Its p-mechanisation will be the second order differential operator on
Hn [53, § 5.1]:

H = 1
2 (mk

2X2 + 1
m
Y2),

where we dropped sub-indexes of vector fields (IV.2.11) in one dimensional setting.
We can express the commutator as a difference between the left and the right action of
the vector fields:

[H, f] = 1
2 (mk

2((Xr)2 − (Xl)2) + 1
m
((Yr)2 − (Yl)2))f.

Thus the equation (IV.4.4) becomes [53, (5.2)]:

(IV.4.6)
∂

∂s
ḟ =

∂

∂s

(
mk2y

∂

∂x
−

1

m
x
∂

∂y

)
f.

Of course, the derivative ∂
∂s

can be dropped from both sides of the equation and the
general solution is found to be:

(IV.4.7) f(t; s, x,y) = f0
(
s, x cos(kt) +mky sin(kt),− x

mk
sin(kt) + y cos(kt)

)
,

where f0(s, x,y) is the initial value of an observable on Hn.

EXAMPLE IV.4.4 (Unharmonic oscillator). We consider unharmonic oscillator with
cubic potential, see [55] and references therein:

(IV.4.8) H =
mk2

2
q2 +

λ

6
q3 +

1

2m
p2.

Due to the absence of non-commutative products p-mechanisation is straightforward:

H =
mk2

2
X2 +

λ

6
X3 +

1

m
Y2.

Similarly to the harmonic case the dynamic equation, after cancellation of ∂
∂s

on both
sides, becomes:

(IV.4.9) ḟ =

(
mk2y

∂

∂x
+
λ

6

(
3y
∂2

∂x2
+

1

4
y3
∂2

∂s2

)
−

1

m
x
∂

∂y

)
f.

Unfortunately, it cannot be solved analytically as easy as in the harmonic case.
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IV.4.1.2. States and Probability. Let an observable ρ(k) (IV.4.2) is defined by a
kernel k(g) on the Heisenberg group and its representation ρ at a Hilbert space H. A
state on the convolution algebra is given by a vector v ∈ H. A simple calculation:

⟨ρ(k)v, v⟩H =

〈∫
Hn

k(g)ρ(g)v dg, v

〉
H

=

∫
Hn

k(g) ⟨ρ(g)v, v⟩H dg

=

∫
Hn

k(g)⟨v, ρ(g)v⟩H dg

can be restated as:

⟨ρ(k)v, v⟩H = ⟨k, l⟩ , where l(g) = ⟨v, ρ(g)v⟩H .

Here the left-hand side contains the inner product on H, while the right-hand side uses
a skew-linear pairing between functions on Hn based on the Haar measure integration.
In other words we obtain, cf. [53, Thm. 3.11]:

PROPOSITION IV.4.5. A state defined by a vector v ∈ H coincides with the linear func-
tional given by the wavelet transform

(IV.4.10) l(g) = ⟨v, ρ(g)v⟩H
of v used as the mother wavelet as well.

The addition of vectors in H implies the following operation on states:

⟨v1 + v2, ρ(g)(v1 + v2)⟩H = ⟨v1, ρ(g)v1⟩H + ⟨v2, ρ(g)v2⟩H
+ ⟨v1, ρ(g)v2⟩H + ⟨v1, ρ(g−1)v2⟩H(IV.4.11)

The last expression can be conveniently rewritten for kernels of the functional as

(IV.4.12) l12 = l1 + l2 + 2A
√
l1l2

for some real number A. This formula is behind the contextual law of addition of
conditional probabilities [153] and will be illustrated below. Its physical interpretation
is an interference, say, from two slits. Despite of a common belief, the mechanism of
such interference can be both causal and local, see [152, 179].

IV.4.2. Elliptic characters and Quantum Dynamics

In this section we consider the representation ρh of Hn induced by the elliptic
character χh(s) = eihs in complex numbers parametrised by h ∈ R. We also use the
convenient agreement h = 2π h borrowed from physical literature.

IV.4.2.1. Fock–Segal–Bargmann and Schrödinger Representations. The realisa-
tion of ρh by the left shifts (IV.3.1) on Lh2 (Hn) is rarely used in quantum mechanics.
Instead two unitary equivalent forms are more common: the Schrödinger and Fock–
Segal–Bargmann (FSB) representations.

The FSB representation can be obtained from the orbit method of Kirillov [160].
It allows spatially separate irreducible components of the left regular representation,
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each of them become located on the orbit of the co-adjoint representation, see [160;
181, § 2.1] for details, we only present a brief summary here.

We identify Hn and its Lie algebra hn through the exponential map [159, § 6.4]. The
dual h∗n of hn is presented by the Euclidean space R2n+1 with coordinates ( h,q,p). The
pairing h∗n and hn given by

⟨(s, x,y), ( h,q,p)⟩ =  hs+ q · x+ p · y.
This pairing defines the Fourier transformˆ : L2(Hn)→ L2(h

∗
n) given by [161, § 2.3]:

(IV.4.13) ϕ̂(F) =

∫
hn

ϕ(expX)e−2πi⟨X,F⟩ dX where X ∈ hn, F ∈ h∗n.

For a fixed  h the left regular representation (IV.3.1) is mapped by the Fourier transform
to the FSB type representation (IV.3.20). The collection of points ( h,q,p) ∈ h∗n for a
fixed  h is naturally identified with the phase space of the system.

REMARK IV.4.6. It is possible to identify the case of  h = 0 with classical mech-
anics [181]. Indeed, a substitution of the zero value of  h into (IV.3.20) produces the
commutative representation:

(IV.4.14) ρ0(s, x,y) : f(q,p) 7→ e−2πi(qx+py)f (q,p) .

It can be decomposed into the direct integral of one-dimensional representations para-
metrised by the points (q,p) of the phase space. The classical mechanics, including
the Hamilton equation, can be recovered from those representations [181]. However
the condition  h = 0 (as well as the semiclassical limit  h → 0) is not completely phys-
ical. Commutativity (and subsequent relative triviality) of those representation is the
main reason why they are oftenly neglected. The commutativity can be outweighed
by special arrangements, e.g. an antiderivative [181, (4.1)], but the procedure is not
straightforward, see discussion in [1, 184, 188]. A direct approach using dual numbers
will be shown below, cf. Rem. IV.4.18.

To recover the Schrödinger representation we use notations and technique of in-
duced representations from § II.3.2, see also [173, Ex. 4.1]. The subgroupH = {(s, 0,y) |

s ∈ R,y ∈ Rn} ⊂ Hn defines the homogeneous space X = G/H, which coincides with
Rn as a manifold. The natural projection p : G → X is p(s, x,y) = x and its left
inverse s : X → G can be as simple as s(x) = (0, x, 0). For the map r : G → H,
r(s, x,y) = (s− xy/2, 0,y) we have the decomposition

(s, x,y) = s(p(s, x,y)) ∗ r(s, x,y) = (0, x, 0) ∗ (s− 1
2xy, 0,y).

For a character χh(s, 0,y) = eihs of H the lifting Lχ : L2(G/H)→ Lχ2 (G) is as follows:

[Lχf](s, x,y) = χh(r(s, x,y)) f(p(s, x,y)) = e
ih(s−xy/2)f(x).

Thus the representation ρχ(g) = P ◦Λ(g) ◦ L becomes:

(IV.4.15) [ρχ(s
′, x ′,y ′)f](x) = e−2πi h(s′+xy′−x′y′/2) f(x− x ′).

After the Fourier transform x 7→ q we get the Schrödinger representation on the con-
figuration space:

(IV.4.16) [ρχ(s
′, x ′,y ′)f̂ ](q) = e−2πi h(s′+x′y′/2)−2πix′q f̂(q+  hy ′).
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Note that this again turns into a commutative representation (multiplication by an un-
imodular function) if  h = 0. To get the full set of commutative representations in this
way we need to use the character χ(h,p)(s, 0,y) = e2πi(

 h+py) in the above considera-
tion.

IV.4.2.2. Commutator and the Heisenberg Equation. The property (IV.3.2) of Fχ2 (Hn)
implies that the restrictions of two operators ρχ(k1) and ρχ(k2) to this space are equal
if ∫

R
k1(s, x,y)χ(s)ds =

∫
R
k2(s, x,y)χ(s)ds.

In other words, for a character χ(s) = e2πi hs the operator ρχ(k) depends only on

k̂s( h, x,y) =

∫
R
k(s, x,y) e−2πi hs ds,

which is the partial Fourier transform s 7→  h of k(s, x,y). The restriction to Fχ2 (Hn) of
the composition formula for convolutions is [181, (3.5)]:

(IV.4.17) (k ′ ∗ k)ŝ =
∫
R2n

eih(xy
′−yx′)/2 k̂ ′

s( h, x
′,y ′) k̂s( h, x− x

′,y− y ′)dx ′dy ′.

Under the Schrödinger representation (IV.4.16) the convolution (IV.4.17) defines a rule
for composition of two pseudo-differential operators (PDO) in the Weyl calculus [104,
§ 2.3; 139].

Consequently the representation (IV.4.2) of commutator (IV.4.3) depends only on
its partial Fourier transform [181, (3.6)]:

[k ′,k]ŝ = 2i

∫
R2n

sin(h2 (xy
′ − yx ′))(IV.4.18)

×k̂ ′
s( h, x

′,y ′) k̂s( h, x− x
′,y− y ′)dx ′dy ′.

Under the Fourier transform (IV.4.13) this commutator is exactly the Moyal bracket [341]
for of k̂ ′ and k̂ on the phase space.

For observables in the space Fχ2 (Hn) the action of S is reduced to multiplication,
e.g. for χ(s) = eihs the action of S is multiplication by ih. Thus the equation (IV.4.4)
reduced to the space Fχ2 (Hn) becomes the Heisenberg type equation [181, (4.4)]:

(IV.4.19) ḟ =
1

ih
[H, f]ŝ,

based on the above bracket (IV.4.18). The Schrödinger representation (IV.4.16) trans-
forms this equation to the original Heisenberg equation.

EXAMPLE IV.4.7. i. Under the Fourier transform (x,y) 7→ (q,p) the p-dynamic
equation (IV.4.6) of the harmonic oscillator becomes:

(IV.4.20) ḟ =

(
mk2q

∂

∂p
−

1

m
p
∂

∂q

)
f.

The same transform creates its solution out of (IV.4.7).
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ii. Since ∂
∂s

acts on Fχ2 (Hn) as multiplication by i h, the quantum representation
of unharmonic dynamics equation (IV.4.9) is:

(IV.4.21) ḟ =

(
mk2q

∂

∂p
+
λ

6

(
3q2

∂

∂p
−

 h2

4

∂3

∂p3

)
−

1

m
p
∂

∂q

)
f.

This is exactly the equation for the Wigner function obtained in [55, (30)].

IV.4.2.3. Quantum Probabilities. For the elliptic character χh(s) = eihs we can
use the Cauchy–Schwarz inequality to demonstrate that the real numberA in the iden-
tity (IV.4.12) is between −1 and 1. Thus we can put A = cosα for some angle (phase) α
to get the formula for counting quantum probabilities, cf. [154, (2)]:

(IV.4.22) l12 = l1 + l2 + 2 cosα
√
l1l2

REMARK IV.4.8. It is interesting to note that the both trigonometric functions are
employed in quantum mechanics: sine is in the heart of the Moyal bracket (IV.4.18)
and cosine is responsible for the addition of probabilities (IV.4.22). In the essence the
commutator and probabilities took respectively the odd and even parts of the elliptic
character eihs.

EXAMPLE IV.4.9. Take a vector v(a,b) ∈ Lh2 (Hn) defined by a Gaussian with mean
value (a,b) in the phase space for a harmonic oscillator of the mass m and the fre-
quency k:

(IV.4.23) v(a,b)(q,p) = exp

(
−
2πkm

 h
(q− a)2 −

2π
 hkm

(p− b)2
)
.

A direct calculation shows:〈
v(a,b), ρ h(s, x,y)v(a′,b′)

〉
=

4
 h
exp

(
πi (2s h+ x(a+ a ′) + y(b+ b ′))

−
π

2 hkm
(( hx+ b− b ′)2 + (b− b ′)2) −

πkm

2 h
(( hy+ a ′ − a)2 + (a ′ − a)2)

)
=

4
 h
exp

(
πi (2s h+ x(a+ a ′) + y(b+ b ′))

−
π

 hkm
((b− b ′ +  hx

2 )2 + (
 hx
2 )2) −

πkm
 h

((a− a ′ −
 hy
2 )2 + (

 hy
2 )2)

)
Thus the kernel l(a,b) =

〈
v(a,b), ρ h(s, x,y)v(a,b)

〉
(IV.4.10) for a state v(a,b) is:

l(a,b) =
4
 h
exp

(
2πi(s h+ xa+ yb) −

π h

2km
x2 −

πkm h

2 h
y2
)

(IV.4.24)

An observable registering a particle at a point q = c of the configuration space is
δ(q− c). On the Heisenberg group this observable is given by the kernel:

(IV.4.25) Xc(s, x,y) = e
2πi(s h+xc)δ(y).

The measurement of Xc on the state (IV.4.23) (through the kernel (IV.4.24)) predictably
is: 〈

Xc, l(a,b)
〉
=

√
2km

 h
exp

(
−
2πkm

 h
(c− a)2

)
.
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EXAMPLE IV.4.10. Now take two states v(0,b) and v(0,−b), where for the simplicity
we assume the mean values of coordinates vanish in the both cases. Then the corres-
ponding kernel (IV.4.11) has the interference terms:

li =
〈
v(0,b), ρ h(s, x,y)v(0,−b)

〉
=

4
 h
exp

(
2πis h−

π

2 hkm
(( hx+ 2b)2 + 4b2) −

π hkm

2
y2
)
.

The measurement of Xc (IV.4.25) on this term contains the oscillating part:

⟨Xc, li⟩ =
√

2km
 h

exp

(
−
2πkm

 h
c2 −

2π

km h
b2 +

4πi
 h
cb

)
Therefore on the kernel l corresponding to the state v(0,b) + v(0,−b) the measurement
is

⟨Xc, l⟩ = 2

√
2km

 h
exp

(
−
2πkm

 h
c2
)(

1+ exp

(
−

2π

km h
b2
)
cos

(
4π
 h
cb

))
.

The presence of the cosine term in the last expression can generate an interference

(a) (b)

FIGURE IV.4.1. Quantum probabilities: the blue (dashed) graph
shows the addition of probabilities without interaction, the red (solid)
graph present the quantum interference. Left picture shows the Gaus-
sian state (IV.4.23), the right—the rational state (IV.4.26)

picture. In practise it does not happen for the minimal uncertainty state (IV.4.23) which
we are using here: it rapidly vanishes outside of the neighbourhood of zero, where
oscillations of the cosine occurs, see Fig. IV.4.1(a).

EXAMPLE IV.4.11. To see a traditional interference pattern one can use a state
which is far from the minimal uncertainty. For example, we can consider the state:

(IV.4.26) u(a,b)(q,p) =
 h2

((q− a)2 +  h/km)((p− b)2 +  hkm)
.

To evaluate the observable Xc (IV.4.25) on the state l(g) = ⟨u1, ρh(g)u2⟩ (IV.4.10) we
use the following formula:

⟨Xc, l⟩ =
2
 h

∫
Rn

û1(q, 2(q− c)/ h) û2(q, 2(q− c)/ h)dq,
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where ûi(q, x) denotes the partial Fourier transform p 7→ x of ui(q,p). The formula
is obtained by swapping order of integrations. The numerical evaluation of the state
obtained by the addition u(0,b)+u(0,−b) is plotted on Fig. IV.4.1(b), the red curve shows
the canonical interference pattern.

IV.4.3. Ladder Operators and Harmonic Oscillator

Let ρ be a representation of the Schrödinger group G = H1 ⋊ S̃p(2) (IV.2.17) in a
space V . Consider the derived representation of the Lie algebra g [240, § VI.1] and de-
note X̃ = ρ(X) for X ∈ g. To see the structure of the representation ρ we can decompose
the space V into eigenspaces of the operator X̃ for some X ∈ g. The canonical example
is the Taylor series in complex analysis.

We are going to consider three cases corresponding to three non-isomorphic sub-
groups (I.3.8–I.3.10) of Sp(2) starting from the compact case. Let H = Z be a generator
of the compact subgroup K. Corresponding symplectomorphisms (IV.2.4) of the phase

space are given by orthogonal rotations with matrices
(

cos t sin t
− sin t cos t

)
. The Shale–

Weil representation (IV.3.16) coincides with the Hamiltonian of the harmonic oscillator
in Schrödinger representation.

Since S̃p(2) is a two-fold cover the corresponding eigenspaces of a compact group
Z̃vk = ikvk are parametrised by a half-integer k ∈ Z/2. Explicitly for a half-integer k
eigenvectors are:

(IV.4.27) vk(q) = Hk+ 1
2

(√
2π
 h
q

)
e−

π
 hq

2

,

where Hk is the Hermite polynomial [93, 8.2(9); 104, § 1.7].
From the point of view of quantum mechanics as well as the representation theory

it is beneficial to introduce the ladder operators L± (II.3.15), known also as creation/an-
nihilation in quantum mechanics [48; 104, p. 49]. There are two ways to search for
ladder operators: in (complexified) Lie algebras h1 and sp2. The later coincides with
our consideration in Section II.3.3 in the essence.

IV.4.3.1. Ladder Operators from the Heisenberg Group. Assuming L+ = aX̃+bỸ
we obtain from the relations (IV.2.18–IV.2.19) and (II.3.15) the linear equations with
unknown a and b:

a = λ+b, −b = λ+a.

The equations have a solution if and only if λ2+ + 1 = 0, and the raising/lowering
operators are L± = X̃∓ iỸ.

REMARK IV.4.12. Here we have an interesting asymmetric response: due to the
structure of the semidirect product H1 ⋊ S̃p(2) it is the symplectic group which acts on
H1, not vice versa. However the Heisenberg group has a weak action in the opposite
direction: it shifts eigenfunctions of Sp(2).
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In the Schrödinger representation (IV.3.15) the ladder operators are

(IV.4.28) ρ h(L
±) = 2πiq± i h

d

dq
.

The standard treatment of the harmonic oscillator in quantum mechanics, which can
be found in many textbooks, e.g. [104, § 1.7; 109, § 2.2.3], is as follows. The vector
v−1/2(q) = e−πq

2/ h is an eigenvector of Z̃ with the eigenvalue − i
2 . In addition v−1/2

is annihilated by L+. Thus the chain (II.3.16) terminates to the right and the complete
set of eigenvectors of the harmonic oscillator Hamiltonian is presented by (L−)kv−1/2

with k = 0, 1, 2, . . ..
We can make a wavelet transform generated by the Heisenberg group with the

mother wavelet v−1/2, and the image will be the Fock–Segal–Bargmann (FSB) space
[104, § 1.6; 139]. Since v−1/2 is the null solution of L+ = X̃ − iỸ, then by Cor. II.6.34
the image of the wavelet transform will be null-solutions of the corresponding linear
combination of the Lie derivatives (IV.2.11):

(IV.4.29) D = Xr − iYr = (∂x + i∂y) − π h(x− iy),

which turns out to be the Cauchy–Riemann equation on a weighted FSB-type space,
see Section IV.5.4 below.

IV.4.3.2. Symplectic Ladder Operators. We can also look for ladder operators
within the Lie algebra sp2, see Subsection IV.4.3.1 and [194, § 8]. Assuming L+2 =

aÃ+ bB̃+ cZ̃ from the relations (II.3.14) and defining condition (II.3.15) we obtain the
linear equations with unknown a, b and c:

c = 0, 2a = λ+b, −2b = λ+a.

The equations have a solution if and only if λ2+ + 4 = 0, and the raising/lowering
operators are L±2 = ±iÃ+ B̃. In the Shale–Weil representation (IV.3.16) they turn out to
be:

(IV.4.30) L±2 = ±i
(
q

2

d

dq
+

1

4

)
−

 hi

8π

d2

dq2
−
πiq2

2 h
= −

i

8π h

(
∓2πq+  h

d

dq

)2

.

Since this time λ+ = 2i the ladder operators L±2 produce a shift on the diagram (II.3.16)
twice bigger than the operators L± from the Heisenberg group. After all, this is not
surprising since from the explicit representations (IV.4.28) and (IV.4.30) we get:

L±2 = −
i

8π h
(L±)2.

IV.4.4. Hyperbolic Quantum Mechanics

Now we turn to double numbers also known as hyperbolic, split-complex, etc.
numbers [157; 325; 339, App. C]. They form a two dimensional algebra O spanned by
1 and j with the property j2 = 1. There are zero divisors:

j± = 1√
2
(1± j), such that j+j− = 0 and j2± = j±.
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Thus double numbers algebraically isomorphic to two copies of R spanned by j±. Be-
ing algebraically dull double numbers are nevertheless interesting as a homogeneous
space [191, 194] and they are relevant in physics [151, 325, 326]. The combination of
p-mechanical approach with hyperbolic quantum mechanics was already discussed
in [53, § 6].

For the hyperbolic character χjh(s) = ejhs = coshhs+ j sinhhs of R one can define
the hyperbolic Fourier-type transform:

k̂(q) =

∫
R
k(x) e−jqxdx.

It can be understood in the sense of distributions on the space dual to the set of analytic
functions [155, § 3]. Hyperbolic Fourier transform intertwines the derivative d

dx
and

multiplication by jq [155, Prop. 1].

EXAMPLE IV.4.13. For the Gaussian the hyperbolic Fourier transform is the ordin-
ary function (note the sign difference!):∫

R
e−x

2/2e−jqxdx =
√
2π eq

2/2.

However the opposite identity:∫
R
ex

2/2e−jqxdx =
√
2π e−q

2/2

is true only in a suitable distributional sense. To this end we may note that ex
2/2

and e−q
2/2 are null solutions to the differential operators d

dx
− x and d

dq
+ q respect-

ively, which are intertwined (up to the factor j) by the hyperbolic Fourier transform.
The above differential operators d

dx
− x and d

dq
+ q are images of the ladder operat-

ors (IV.4.28) in the Lie algebra of the Heisenberg group. They are intertwining by the
Fourier transform, since this is an automorphism of the Heisenberg group [138].

An elegant theory of hyperbolic Fourier transform may be achieved by a suitable
adaptation of [138], which uses representation theory of the Heisenberg group.

IV.4.4.1. Hyperbolic Representations of the Heisenberg Group. Consider the
space Fjh(Hn) of O-valued functions on Hn with the property:

(IV.4.31) f(s+ s ′,h,y) = ejhs
′
f(s, x,y), for all (s, x,y) ∈ Hn, s ′ ∈ R,

and the square integrability condition (IV.3.3). Then the hyperbolic representation is
obtained by the restriction of the left shifts to Fjh(Hn). To obtain an equivalent repres-
entation on the phase space we take O-valued functional of the Lie algebra hn:

(IV.4.32) χj(h,q,p)(s, x,y) = e
j(hs+qx+py) = cosh(hs+ qx+ py) + j sinh(hs+ qx+ py).

The hyperbolic Fock–Segal–Bargmann type representation is intertwined with the left
group action by means of the Fourier transform (IV.4.13) with the hyperbolic func-
tional (IV.4.32). Explicitly this representation is:

(IV.4.33) ρ h(s, x,y) : f(q,p) 7→ e−j(hs+qx+py)f
(
q− h

2 y,p+
h
2 x
)
.
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For a hyperbolic Schrödinger type representation we again use the scheme described
in § II.3.2. Similarly to the elliptic case one obtains the formula, resembling (IV.4.15):

(IV.4.34) [ρjχ(s
′, x ′,y ′)f](x) = e−jh(s′+xy′−x′y′/2)f(x− x ′).

Application of the hyperbolic Fourier transform produces a Schrödinger type repres-
entation on the configuration space, cf. (IV.4.16):

[ρjχ(s
′, x ′,y ′)f̂ ](q) = e−jh(s′+x′y′/2)−jx′q f̂(q+ hy ′).

The extension of this representation to kernels according to (IV.4.2) generates hyper-
bolic pseudodifferential operators introduced in [155, (3.4)].

IV.4.4.2. Hyperbolic Dynamics. Similarly to the elliptic (quantum) case we con-
sider a convolution of two kernels on Hn restricted to Fjh(Hn). The composition law
becomes, cf. (IV.4.17):

(IV.4.35) (k ′ ∗ k)ŝ =
∫
R2n

ejh(xy
′−yx′) k̂ ′

s(h, x
′,y ′) k̂s(h, x− x

′,y− y ′)dx ′dy ′.

This is close to the calculus of hyperbolic PDO obtained in [155, Thm. 2]. Respectively
for the commutator of two convolutions we get, cf. (IV.4.18):

(IV.4.36) [k ′,k]ŝ =
∫
R2n

sinh(h(xy ′ − yx ′)) k̂ ′
s(h, x

′,y ′) k̂s(h, x− x
′,y− y ′)dx ′dy ′.

This the hyperbolic version of the Moyal bracket, cf. [155, p. 849], which generates the
corresponding image of the dynamic equation (IV.4.4).

EXAMPLE IV.4.14. i. For a quadratic Hamiltonian, e.g. harmonic oscillator
from Example IV.4.3, the hyperbolic equation and respective dynamics is identical
to quantum considered before.

ii. Since ∂
∂s

acts on Fj2(Hn) as multiplication by jh and j2 = 1, the hyperbolic
image of the unharmonic equation (IV.4.9) becomes:

ḟ =

(
mk2q

∂

∂p
+
λ

6

(
3q2

∂

∂p
+

 h2

4

∂3

∂p3

)
−

1

m
p
∂

∂q

)
f.

The difference with quantum mechanical equation (IV.4.21) is in the sign of
the cubic derivative.

IV.4.4.3. Hyperbolic Probabilities. To calculate probability distribution generated
by a hyperbolic state we are using the general procedure from Section IV.4.1.2. The
main differences with the quantum case are as follows:

i. The real number A in the expression (IV.4.12) for the addition of probabilities
is bigger than 1 in absolute value. Thus it can be associated with the hyper-
bolic cosine coshα, cf. Rem. IV.4.8, for certain phase α ∈ R [155].

ii. The nature of hyperbolic interference on two slits is affected by the fact that
ejhs is not periodic and the hyperbolic exponent ejt and cosine cosh t do not
oscillate. It is worth to notice that for Gaussian states the hyperbolic interfer-
ence is exactly the same as quantum one, cf. Figs. IV.4.1(a) and IV.4.2(a). This
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(a) (b)

FIGURE IV.4.2. Hyperbolic probabilities: the blue (dashed) graph
shows the addition of probabilities without interaction, the red (solid)
graph present the quantum interference. Left picture shows the Gaus-
sian state (IV.4.23), with the same distribution as in quantum mechan-
ics, cf. Fig. IV.4.1(a). The right picture shows the rational state (IV.4.26),
note the absence of interference oscillations in comparison with the
quantum state on Fig. IV.4.1(b).

is similar to coincidence of quantum and hyperbolic dynamics of harmonic
oscillator.

The contrast between two types of interference is prominent for the ra-
tional state (IV.4.26), which is far from the minimal uncertainty, see the differ-
ent patterns on Figs. IV.4.1(b) and IV.4.2(b).

IV.4.4.4. Ladder Operators for the Hyperbolic Subgroup. Consider the case of
the Hamiltonian H = 2B, which is a repulsive (hyperbolic) harmonic oscillator [338,
§ 3.8]. The corresponding one-dimensional subgroup of symplectomorphisms pro-
duces hyperbolic rotations of the phase space, see Fig. II.3.1. The eigenvectors vµ of
the operator

ρSW
 h (2B)vν = −i

(
 h

4π

d2

dq2
+
πq2

 h

)
vν = iνvν,

are Weber–Hermite (or parabolic cylinder) functions vν = Dν− 1
2

(
±2eiπ4

√
π
 hq
)
, see [93,

§ 8.2; 312] for fundamentals of Weber–Hermite functions and [322] for further illustra-
tions and applications in optics.

The corresponding one-parameter group is not compact and the eigenvalues of the
operator 2B̃ are not restricted by any integrality condition, but the raising/lowering
operators are still important [140, § II.1; 251, § 1.1]. We again seek solutions in two
subalgebras h1 and sp2 separately. However the additional options will be provided
by a choice of the number system: either complex or double.

EXAMPLE IV.4.15 (Complex Ladder Operators). Assuming L+h = aX̃+bỸ from the
commutators (IV.2.18–IV.2.19) we obtain the linear equations:

(IV.4.37) −a = λ+b, −b = λ+a.
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The equations have a solution if and only if λ2+ − 1 = 0. Taking the real roots λ = ±1
we obtain that the raising/lowering operators are L±h = X̃ ∓ Ỹ. In the Schrödinger
representation (IV.3.15) the ladder operators are

(IV.4.38) L±h = 2πiq±  h
d

dq
.

The null solutions v± 1
2
(q) = e±

πi
 h q

2
to operators ρ h(L

±) are also eigenvectors of the
Hamiltonian ρSW

 h (2B) with the eigenvalue ±1
2 . However the important distinction

from the elliptic case is, that they are not square-integrable on the real line anymore.
We can also look for ladder operators within the sp2, that is in the form L+2h =

aÃ+bB̃+cZ̃ for the commutator [2B̃,L+h] = λL
+
h, see § ??. Within complex numbers we

get only the values λ = ±2 with the ladder operators L±2h = ±2Ã+ Z̃/2, see [140, § II.1;
251, § 1.1]. Each indecomposable h1- or sp2-module is formed by a one-dimensional
chain of eigenvalues with a transitive action of ladder operators L±h or L±2h respectively.
And we again have a quadratic relation between the ladder operators:

L±2h =
i

4π h
(L±h)

2.

IV.4.4.5. Double Ladder Operators. There are extra possibilities in in the context
of hyperbolic quantum mechanics [151, 154, 155]. Here we use the representation of
H1 induced by a hyperbolic character ejht = cosh(ht) + j sinh(ht), see [199, (4.5)], and
obtain the hyperbolic representation of H1, cf. (IV.4.16):

(IV.4.39) [ρjh(s
′, x ′,y ′)f̂ ](q) = ejh(s

′−x′y′/2)+jx′q f̂(q− hy ′).

The corresponding derived representation is

(IV.4.40) ρjh(X) = jq, ρjh(Y) = −h
d

dq
, ρjh(S) = jhI.

Then the associated Shale–Weil derived representation of sp2 in the Schwartz space
S(R) is, cf. (IV.3.16):

(IV.4.41) ρSW
h (A) = −

q

2

d

dq
−
1

4
, ρSW

h (B) =
jh

4

d2

dq2
−
jq2

4h
, ρSW

h (Z) = −
jh

2

d2

dq2
−
jq2

2h
.

Note that ρSW
h (B) now generates a usual harmonic oscillator, not the repulsive one like

ρSW
 h (B) in (IV.3.16). However the expressions in the quadratic algebra are still the same

(up to a factor), cf. (IV.3.17–IV.3.19):

ρSW
h (A) = −

j

2h
(ρjh(X)ρ

j
h(Y) −

1
2ρ

j
h(S))(IV.4.42)

= −
j

4h
(ρjh(X)ρ

j
h(Y) + ρ

j
h(Y)ρ

j
h(X)),

ρSW
h (B) =

j

4h
(ρjh(X)

2 − ρjh(Y)
2),(IV.4.43)

ρSW
h (Z) = −

j

2h
(ρjh(X)

2 + ρjh(Y)
2).(IV.4.44)
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This is due to the Principle II.3.5 of similarity and correspondence: we can swap oper-
ators Z and Bwith simultaneous replacement of hypercomplex units i and j.

The eigenspace of the operator 2ρSW
h (B) with an eigenvalue jν are spanned by the

Weber–Hermite functions D−ν− 1
2

(
±
√

2
h
x
)

, see [93, § 8.2]. Functions Dν are general-
isations of the Hermit functions (IV.4.27).

The compatibility condition for a ladder operator within the Lie algebra h1 will
be (IV.4.37) as before, since it depends only on the commutators (IV.2.18–IV.2.19). Thus
we still have the set of ladder operators corresponding to values λ = ±1:

L±h = X̃∓ Ỹ = jq± h d
dq

.

Admitting double numbers we have an extra way to satisfy λ2 = 1 in (IV.4.37) with
values λ = ±j. Then there is an additional pair of hyperbolic ladder operators, which
are identical (up to factors) to (IV.4.28):

L±j = X̃∓ jỸ = jq± jh
d

dq
.

Pairs L±h and L±j shift eigenvectors in the “orthogonal” directions changing their eigen-
values by ±1 and ±j. Therefore an indecomposable sp2-module can be parametrised
by a two-dimensional lattice of eigenvalues in double numbers, see Fig. II.3.2.

The following functions

v±h1
2

(q) = e∓jq2/(2h) = cosh
q2

2h
∓ j sinh

q2

2h
,

v±j
1
2

(q) = e∓q
2/(2h)

are null solutions to the operators L±h and L±j respectively. They are also eigenvectors
of 2ρSW

h (B) with eigenvalues ∓ j
2 and ∓1

2 respectively. If these functions are used as
mother wavelets for the wavelet transforms generated by the Heisenberg group, then
the image space will consist of the null-solutions of the following differential operators,
see Cor. II.6.34:

Dh = Xr − Yr = (∂x − ∂y) +
h
2 (x+ y), Dj = Xr − jYr = (∂x + j∂y) −

h
2 (x− jy),

for v±h1
2

and v±j
1
2

respectively. This is again in line with the classical result (IV.4.29).
However annihilation of the eigenvector by a ladder operator does not mean that the
part of the 2D-lattice becomes void since it can be reached via alternative routes on
this lattice. Instead of multiplication by a zero, as it happens in the elliptic case, a
half-plane of eigenvalues will be multiplied by the divisors of zero 1± j.

We can also search ladder operators within the algebra sp2 and admitting double
numbers we will again find two sets of them, cf. § ??:

L±2h = ±Ã+ Z̃/2 = ∓q
2

d

dq
∓ 1

4
−

jh

4

d2

dq2
−

jq2

4h
= −

j

4h
(L±h)

2,

L±2j = ±jÃ+ Z̃/2 = ∓ jq

2

d

dq
∓ j

4
−

jh

4

d2

dq2
−

jq2

4h
= −

j

4h
(L±j )

2.



IV.4.5. PARABOLIC (CLASSICAL) REPRESENTATIONS ON THE PHASE SPACE 353

Again the operators L±2h and L±2h produce double shifts in the orthogonal directions on
the same two-dimensional lattice in Fig. II.3.2.

IV.4.5. Parabolic (Classical) Representations on the Phase Space

After the previous two cases it is natural to link classical mechanics with dual num-
bers generated by the parabolic unit ε2 = 0. Connection of the parabolic unit ε with
the Galilean group of symmetries of classical mechanics is around for a while [339,
App. C].

However the nilpotency of the parabolic unit ε make it difficult if we will work
with dual number valued functions only. To overcome this issue we consider a com-
mutative real algebra C spanned by 1, i, ε and iε with identities i2 = −1 and ε2 = 0. A
seminorm on C is defined as follows:

|a+ bi+ cε+ diε|2 = a2 + b2.

IV.4.5.1. Classical Non-Commutative Representations. We wish to build a rep-
resentation of the Heisenberg group which will be a classical analog of the Fock–Segal–
Bargmann representation (IV.3.20). To this end we introduce the space Fεh(Hn) of C-
valued functions on Hn with the property:

(IV.4.45) f(s+ s ′,h,y) = eεhs
′
f(s, x,y), for all (s, x,y) ∈ Hn, s ′ ∈ R,

and the square integrability condition (IV.3.3). It is invariant under the left shifts and
we restrict the left group action to Fεh(Hn).

An equivalent form of the induced representation acts on Fεh(R2n), where R2n) is
the homogeneous space of Hn over its centre. The Fourier transform (x,y) 7→ (q,p)
intertwines the last representation with the following action on C-valued functions on
the phase space:
(IV.4.46)
ρεh(s, x,y) : f(q,p) 7→ e−2πi(xq+yp)(f(q,p) + εh(sf(q,p) +

y

2πi
f ′q(q,p) −

x

2πi
f ′p(q,p))).

REMARK IV.4.16. Comparing the traditional infinite-dimensional (IV.3.20) and one-
dimensional (IV.4.14) representations of Hn we can note that the properties of the rep-
resentation (IV.4.46) are a non-trivial mixture of the former:

i. The action (IV.4.46) is non-commutative, similarly to the quantum represent-
ation (IV.3.20) and unlike the classical one (IV.4.14). This non-commutativity
will produce the Hamilton equations below in a way very similar to Heisen-
berg equation, see Rem. IV.4.18.

ii. The representation (IV.4.46) does not change the support of a function f on
the phase space, similarly to the classical representation (IV.4.14) and unlike
the quantum one (IV.3.20). Such a localised action will be responsible later for
an absence of an interference in classical probabilities.

iii. The parabolic representation (IV.4.46) can not be derived from either the el-
liptic (IV.3.20) or hyperbolic (IV.4.33) by the plain substitution h = 0.

We may also write a classical Schrödinger type representation. According to § II.3.2
we get a representation formally very similar to the elliptic (IV.4.15) and hyperbolic
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versions (IV.4.34):

[ρεχ(s
′, x ′,y ′)f](x) = e−εh(s

′+xy′−x′y′/2)f(x− x ′)(IV.4.47)

= (1− εh(s ′ + xy ′ − 1
2x

′y ′))f(x− x ′).

However due to nilpotency of ε the (complex) Fourier transform x 7→ q produces a
different formula for parabolic Schrödinger type representation in the configuration
space, cf. (IV.4.16) and (IV.4.39):

[ρεχ(s
′, x ′,y ′)f̂](q) = e2πix

′q

((
1− εh(s ′ − 1

2x
′y ′)

)
f̂(q) +

εhy ′

2πi
f̂ ′(q)

)
.

This representation shares all properties mentioned in Rem. IV.4.16 as well.

IV.4.5.2. Hamilton Equation. The identity eεt − e−εt = 2εt can be interpreted as
a parabolic version of the sine function, while the parabolic cosine is identically equal
to one, cf. § II.3.1 and [129, 190]. From this we obtain the parabolic version of the
commutator (IV.4.18):

[k ′,k]ŝ(εh, x,y) = εh

∫
R2n

(xy ′ − yx ′)

× k̂ ′
s(εh, x

′,y ′) k̂s(εh, x− x
′,y− y ′)dx ′dy ′,

for the partial parabolic Fourier-type transform k̂s of the kernels. Thus the parabolic
representation of the dynamical equation (IV.4.4) becomes:
(IV.4.48)

εh
df̂s

dt
(εh, x,y; t) = εh

∫
R2n

(xy ′ − yx ′) Ĥs(εh, x
′,y ′) f̂s(εh, x− x

′,y− y ′; t)dx ′dy ′,

Although there is no possibility to divide by ε (since it is a zero divisor) we can obvi-
ously eliminate εh from the both sides if the rest of the expressions are real. Moreover
this can be done “in advance” through a kind of the antiderivative operator considered
in [181, (4.1)]. This will prevent “imaginary parts” of the remaining expressions (which
contain the factor ε) from vanishing.

REMARK IV.4.17. It is noteworthy that the Planck constant completely disappeared
from the dynamical equation. Thus the only prediction about it following from our
construction is h ̸= 0, which was confirmed by experiments, of course.

Using the duality between the Lie algebra of Hn and the phase space we can find
an adjoint equation for observables on the phase space. To this end we apply the usual
Fourier transform (x,y) 7→ (q,p). It turn to be the Hamilton equation [181, (4.7)].
However the transition to the phase space is more a custom rather than a necessity
and in many cases we can efficiently work on the Heisenberg group itself.

REMARK IV.4.18. It is noteworthy, that the non-commutative representation (IV.4.46)
allows to obtain the Hamilton equation directly from the commutator [ρεh(k1), ρ

ε
h(k2)].

Indeed its straightforward evaluation will produce exactly the above expression. By
contrast, such a commutator for the commutative representation (IV.4.14) is zero and
to obtain the Hamilton equation we have to work with an additional tools, e.g. an
anti-derivative [181, (4.1)].
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EXAMPLE IV.4.19. i. For the harmonic oscillator in Example IV.4.3 the equa-
tion (IV.4.48) again reduces to the form (IV.4.6) with the solution given by (IV.4.7).
The adjoint equation of the harmonic oscillator on the phase space is not dif-
ferent from the quantum written in Example IV.4.7(IV.4.7.i). This is true for
any Hamiltonian of at most quadratic order.

ii. For non-quadratic Hamiltonians classical and quantum dynamics are differ-
ent, of course. For example, the cubic term of ∂s in the equation (IV.4.9) will
generate the factor ε3 = 0 and thus vanish. Thus the equation (IV.4.48) of the
unharmonic oscillator on Hn becomes:

ḟ =

(
mk2y

∂

∂x
+
λy

2

∂2

∂x2
−

1

m
x
∂

∂y

)
f.

The adjoint equation on the phase space is:

ḟ =

((
mk2q+

λ

2
q2
)
∂

∂p
−

1

m
p
∂

∂q

)
f.

The last equation is the classical Hamilton equation generated by the cubic
potential (IV.4.8). Qualitative analysis of its dynamics can be found in many
textbooks [11, § 4.C, Pic. 12; 278, § 4.4].

REMARK IV.4.20. We have obtained the Poisson bracket from the commutator of
convolutions on Hn without any quasiclassical limit h→ 0. This has a common source
with the deduction of main calculus theorems in [58] based on dual numbers. As
explained in [191, Rem. 6.9] this is due to the similarity between the parabolic unit ε
and the infinitesimal number used in non-standard analysis [73]. In other words, we
never need to take care about terms of order O(h2) because they will be wiped out by
ε2 = 0.

An alternative derivation of classical dynamics from the Heisenberg group is given
in the recent paper [247].

IV.4.5.3. Classical probabilities. It is worth to notice that dual numbers are not
only helpful in reproducing classical Hamiltonian dynamics, they also provide the
classic rule for addition of probabilities. We use the same formula (IV.4.10) to calculate
kernels of the states. The important difference now that the representation (IV.4.46)
does not change the support of functions. Thus if we calculate the correlation term
⟨v1, ρ(g)v2⟩ in (IV.4.11), then it will be zero for every two vectors v1 and v2 which
have disjoint supports in the phase space. Thus no interference similar to quantum or
hyperbolic cases (Section IV.4.2.3) is possible.

IV.4.5.4. Ladder Operator for the Nilpotent Subgroup. Finally we look for lad-
der operators for the Hamiltonian B̃+Z̃/2 or, equivalently, −B̃+Z̃/2. It can be identified
with a free particle [338, § 3.8].

We can look for ladder operators in the representation (IV.3.15–IV.3.16) within the
Lie algebra h1 in the form L±ε = aX̃+ bỸ. This is possible if and only if

(IV.4.49) −b = λa, 0 = λb.
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The compatibility condition λ2 = 0 implies λ = 0 within complex numbers. However
such a “ladder” operator produces only the zero shift on the eigenvectors, cf. (??).

Another possibility appears if we consider the representation of the Heisenberg
group induced by dual-valued characters. On the configuration space such a repres-
entation is [199, (4.11)]:

(IV.4.50) [ρεχ(s, x,y)f](q) = e
2πixq

((
1− εh(s− 1

2xy)
)
f(q) +

εhy

2πi
f ′(q)

)
.

The corresponding derived representation of h1 is

(IV.4.51) ρph(X) = 2πiq, ρph(Y) =
εh

2πi

d

dq
, ρph(S) = −εhI.

However the Shale–Weil extension generated by this representation is inconvenient. It
is better to consider the FSB–type parabolic representation (IV.4.46) on the phase space
induced by the same dual-valued character. Then the derived representation of h1 is:

(IV.4.52) ρph(X) = −2πiq−
εh

4πi
∂p, ρph(Y) = −2πip+

εh

4πi
∂q, ρph(S) = εhI.

An advantage of the FSB representation is that the derived form of the parabolic Shale–
Weil representation coincides with the elliptic one (IV.3.22).

Eigenfunctions with the eigenvalue µ of the parabolic Hamiltonian B̃+ Z̃/2 = q∂p
have the form

(IV.4.53) vµ(q,p) = e
µp/qf(q), with an arbitrary function f(q).

The linear equations defining the corresponding ladder operator L±ε = aX̃ + bỸ in
the algebra h1 are (IV.4.49). The compatibility condition λ2 = 0 implies λ = 0 within
complex numbers again. Admitting dual numbers we have additional values λ =
±ελ1 with λ1 ∈ C with the corresponding ladder operators

L±ε = X̃∓ ελ1Ỹ = −2πiq−
εh

4πi
∂p ± 2πελ1ip = −2πiq+ εi(±2πλ1p+

h

4π
∂p).

For the eigenvalue µ = µ0 + εµ1 with µ0, µ1 ∈ C the eigenfunction (IV.4.53) can be
rewritten as:

(IV.4.54) vµ(q,p) = e
µp/qf(q) = eµ0p/q

(
1+ εµ1

p

q

)
f(q)

due to the nilpotency of ε. Then the ladder action of L±ε is µ0 + εµ1 7→ µ0 + ε(µ1 ± λ1).
Therefore these operators are suitable for building sp2-modules with a one-dimensional
chain of eigenvalues.

Finally, consider the ladder operator for the same element B + Z/2 within the Lie
algebra sp2, cf. § ??. There is the only operator L±p = B̃+ Z̃/2 corresponding to complex
coefficients, which does not affect the eigenvalues. However the dual numbers lead to
the operators

L±ε = ±ελ2Ã+ B̃+ Z̃/2 = ±ελ2
2

(q∂q − p∂p) + q∂p, λ2 ∈ C.

These operator act on eigenvalues in a non-trivial way.
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IV.4.5.5. Similarity and Correspondence. We wish to summarise our findings.
Firstly, the appearance of hypercomplex numbers in ladder operators for h1 follows
exactly the same pattern as was already noted for sp2, see Rem. II.3.9:

• the introduction of complex numbers is a necessity for the existence of ladder
operators in the elliptic case;
• in the parabolic case we need dual numbers to make ladder operators useful;
• in the hyperbolic case double numbers are not required neither for the exist-

ence or for the usability of ladder operators, but they do provide an enhance-
ment.

In the spirit of the Similarity and Correspondence Principle II.3.5 we have the follow-
ing extension of Prop. II.3.10:

PROPOSITION IV.4.21. Let a vector H ∈ sp2 generates the subgroup K, N ′ or A′, that is
H = Z, B+Z/2, or 2B respectively. Let ι be the respective hypercomplex unit. Then the ladder
operators L± satisfying to the commutation relation:

[H,L±2 ] = ±ιL±

are given by:
i. Within the Lie algebra h1: L± = X̃∓ ιỸ.

ii. Within the Lie algebra sp2: L±2 = ±ιÃ + Ẽ. Here E ∈ sp2 is a linear combination of
B and Z with the properties:
• E = [A,H].
• H = [A,E].
• Killings form K(H,E) [159, § 6.2] vanishes.

Any of the above properties defines the vector E ∈ span{B,Z} up to a real constant
factor.

It is worth continuing this investigation and describing in details hyperbolic and
parabolic versions of FSB spaces.





LECTURE IV.5

Wavelet Transform, Uncertainty Relation and Analyticity

There are two and a half main examples of reproducing kernel spaces of analytic
function. One is the Fock–Segal–Bargmann (FSB) space and others (one and a half) –
the Bergman and Hardy spaces on the upper half-plane. The first space is generated
by the Heisenberg group [104, § 1.6; 197, § 7.3], two others – by the group SL2(R) [197,
§ 4.2] (this explains our way of counting).

Those spaces have the following properties, which make their study particularly
pleasant and fruitful:

i. There is a group, which acts transitively on functions’ domain.
ii. There is a reproducing kernel.

iii. The space consists of holomorphic functions.
Furthermore, for FSB space there is the following property:

iv. The reproducing kernel is generated by a function, which minimises the un-
certainty for coordinate and momentum observables.

It is known, that a transformation group is responsible for the appearance of the re-
producing kernel [5, Thm. 8.1.3]. This paper shows that the last two properties are
equivalent and connected to the group as well.

IV.5.1. Induced Wavelet (Covariant) Transform

The following object is common in quantum mechanics [181], signal processing,
harmonic analysis [205], operator theory [201, 204] and many other areas [197]. There-
fore, it has various names [5]: coherent states, wavelets, matrix coefficients, etc. In the
most fundamental situation [5, Ch. 8], we start from an irreducible unitary representa-
tion ρ of a Lie groupG in a Hilbert spaceH. For a vector f ∈ H (called mother wavelet,
vacuum state, etc.), we define the map Wf from H to a space of functions on G by:

(IV.5.1) [Wfv](g) = ṽ(g) := ⟨v, ρ(g)f⟩ .
Under the above assumptions, ṽ(g) is a bounded continuous function on G. The map
Wf intertwines ρ(g) with the left shifts on G:

(IV.5.2) Wf ◦ ρ(g) = Λ(g) ◦Wf, where ]Λ(g) : ṽ(g ′) 7→ ṽ(g−1g ′).

Thus, the image WfH is invariant under the left shifts on G. If ρ is square integrable
and f is admissible [5, § 8.1], then ṽ(g) is square-integrable with respect to the Haar
measure on G. Moreover, it is a reproducing kernel Hilbert space and the kernel is
k(g) = [Wff](g). At this point, none of admissible vectors has an advantage over
others.

359
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It is common [197, § 5.1], that there exists a closed subgroup H ⊂ G and a respect-
ive f ∈ H such that ρ(h)f = χ(h)f for some character χ of H. In this case, it is enough
to know values of ṽ(s(x)), for any continuous section s from the homogeneous space
X = G/H to G. The map v 7→ ṽ(x) = ṽ(s(x)) intertwines ρ with the representation ρχ
in a certain function space on X induced by the character χ of H [159, § 13.2]. We call
the map

(IV.5.3) Wf : v 7→ ṽ(x) = ⟨v, ρ(s(x))f⟩ , where x ∈ G/H
the induced wavelet transform [197, § 5.1].

For example, if G = H, H = {(s, 0, 0) ∈ H : s ∈ R} and its character χ h(s, 0, 0) =
e2πi hs, then any vector f ∈ L2(R) satisfies ρ h(s, 0, 0)f = χ h(s)f for the representa-
tion (IV.4.16). Thus, we still do not have a reason to prefer any admissible vector to
others.

IV.5.2. The Uncertainty Relation

In quantum mechanics [104, § 1.1], an observable (that is, a self-adjoint operator
on a Hilbert space H) A produces the expectation value Ā on a pure state (that is, a
unit vector) ϕ ∈ H by Ā = ⟨Aϕ,ϕ⟩. Then, the dispersion is evaluated as follow:

(IV.5.4) ∆2
ϕ(A) =

〈
(A− Ā)2ϕ,ϕ

〉
=
〈
(A− Ā)ϕ, (A− Ā)ϕ

〉
=
∥∥(A− Ā)ϕ

∥∥2 .
The next theorem links obstructions of exact simultaneous measurements with non-
commutativity of observables.

THEOREM IV.5.1 (The Uncertainty relation). If A and B are self-adjoint operators on a
Hilbert space H, then

(IV.5.5) ∥(A− a)u∥ ∥(B− b)u∥ ⩾ 1
2 |⟨(AB− BA)u,u⟩| ,

for any u ∈ H from the domains of AB and BA and a, b ∈ R. Equality holds precisely when
u is a solution of ((A− a) + ir(B− b))u = 0 for some real r.

PROOF. The proof is well-known [104, § 1.3], but it is short, instructive and rel-
evant for the following discussion, thus we include it in full. We start from simple
algebraic transformations:

⟨(AB− BA)u,u⟩ = ⟨((A− a)(B− b) − (B− b)(A− a))u,u⟩
= ⟨(B− b)u, (A− a)u⟩− ⟨(A− a))u, (B− b)u⟩
= 2iℑ ⟨(B− b)u, (A− a)u⟩(IV.5.6)

Then by the Cauchy–Schwartz inequality:
1
2 ⟨(AB− BA)u,u⟩ ⩽ |⟨(B− b)u, (A− a)u⟩| ⩽ ∥(B− b)u∥ ∥(A− a)u∥ .

The equality holds if and only if (B − b)u and (A − a)u are proportional by a purely
imaginary scalar. □

The famous application of the above theorem is the following fundamental rela-
tion in quantum mechanics. We use [199, (3.5)] the Schrödinger representation (IV.4.16)
of the Heisenberg group (IV.4.16):

(IV.5.7) [ρ h(s
′, x ′,y ′)f̂ ](q) = e−2πi h(s′+x′y′/2)−2πix′q f̂(q+  hy ′).
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Elements of the Lie algebra h, corresponding to the infinitesimal generators X and Y
of one-parameters subgroups (0, t/(2π), 0) and (0, 0, t) in H, are represented in (IV.5.7)
by the (unbounded) operators M̃ and D̃ on L2(R):

(IV.5.8) M̃ = −iq, D̃ =  h d
dq , with the commutator [M̃, D̃] = i hI.

In the Schrödinger model of quantum mechanics, f(q) ∈ L2(R) is interpreted as a
wave function (a state) of a particle, with M = iM̃ and 1

i D̃ are the observables of its
coordinate and momentum.

COROLLARY IV.5.2 (Heisenberg–Kennard uncertainty relation). For the coordinate
M and momentum D observables we have the Heisenberg–Kennard uncertainty relation:

(IV.5.9) ∆ϕ(M) · ∆ϕ(D) ⩾
h

2
.

The equality holds if and only if ϕ(q) = e−cq
2 , c ∈ R+ is the Gaussian—the vacuum state in

the Schrödinger model.

PROOF. The relation follows from the commutator [M,D] = i hI, which, in turn,
is the representation of the Lie algebra h of the Heisenberg group. By Thm. IV.5.1,
the minimal uncertainty state in the Schrödinger representation is a solution of the
differential equation: (M− irD)ϕ = 0 for some r ∈ R, or, explicitly:

(IV.5.10) (M− irD)ϕ = −i

(
q+ r h

d

dq

)
ϕ(q) = 0.

The solution is the Gaussian ϕ(q) = e−cq
2
, c = 1

2r h . For c > 0, this function is in the
state space L2(R). □

IV.5.3. The Gaussian

The Gaussian is the crucial element in the theory of the Heisenberg group and will
repeatedly use its remarkable properties. For this reasons we devote a separate section
to their description.

Cor. IV.5.2 identifies the Gaussian ϕ(q) = e−cq
2

as the vector with minimal uncer-
tainty. It is also common to say that the Gaussian ϕ(q) = e−cq

2
represents the ground

state, which minimises the uncertainty of coordinate and momentum.

IV.5.4. Right Shifts and Analyticity

To discover some preferable mother wavelets, we use the following general result
from [197, § 5]. LetG be a locally compact group and ρ be its representation in a Hilbert
spaceH. Let [Wfv](g) = ⟨v, ρ(g)f⟩ be the wavelet transform defined by a vacuum state
f ∈ H. Then, the right shift R(g) : [Wfv](g

′) 7→ [Wfv](g
′g) for g ∈ G coincides with the

wavelet transform [Wfgv](g
′) = ⟨v, ρ(g ′)fg⟩ defined by the vacuum state fg = ρ(g)f.

In other words, the covariant transform intertwines right shifts on the group G with
the associated action ρ on vacuum states, cf. (IV.5.2):

(IV.5.11) R(g) ◦Wf = Wρ(g)f.
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Although, the above observation is almost trivial, applications of the following corol-
lary are not.

COROLLARY IV.5.3 (Analyticity of the wavelet transform, [197, § 5]). Let G be a
group and dg be a measure onG. Let ρ be a unitary representation ofG, which can be extended
by integration to a vector space V of functions or distributions on G. Let a mother wavelet
f ∈ H satisfy the equation ∫

G

a(g) ρ(g)fdg = 0,

for a fixed distribution a(g) ∈ V . Then any wavelet transform ṽ(g) = ⟨v, ρ(g)f⟩ obeys the
condition:

(IV.5.12) Dṽ = 0, where D =

∫
G

ā(g)R(g)dg ,

with R being the right regular representation of G.

Some applications (including discrete one) produced by the ax + b group can be
found in [205, § 6]. We turn to the Heisenberg group now.

EXAMPLE IV.5.4 (Gaussian and FSB transform). The Gaussian ϕ(q) = e−cq
2/2 is a

null-solution of the operator  hcM − iD. For the centre Z = {(s, 0, 0) : s ∈ R} ⊂ H, we
define the section s : H/Z→ H by s(x,y) = (0, x,y). Then, the corresponding induced
wavelet transform (IV.5.3) is:

(IV.5.13) ṽ(x,y) = ⟨v, ρ(s(x,y))ϕ⟩ =
∫
R
v(q) eπi

 hxy−2πixq e−c(q+
 hy)2/2 dq.

The transformation intertwines the Schrödinger and Fock–Segal–Bargmann represent-
ations. Furthermore,

The infinitesimal generators X and Y of one-parameters subgroups (0, t/(2π), 0)
and (0, 0, t) are represented through the right shift in (IV.2.5) by

R∗(X) = − 1
4πy∂s +

1
2π∂x, R∗(Y) = 1

2x∂s + ∂y.

For the representation induced by the character χ h(s, 0, 0) = e2πi hs we have ∂s =
2πi hI. Cor. IV.5.3 ensures that the operator

(IV.5.14)  hc · R∗(X) + i · R∗(Y) = −
 h

2
(2πx+ i hcy) +

 hc

2π
∂x + i∂y

annihilate any ṽ(x,y) from (IV.5.13). The integral (IV.5.13) is known as Fock–Segal–
Bargmann (FSB) transform and in the most common case the values  h = 1 and c = 2π
are used. For these, operator (IV.5.14) becomes −π(x + iy) + (∂x + i∂y) = −πz + 2∂z̄
with z = x+ iy. Then the function V(z) = eπzz̄/2 ṽ(z) = eπ(x

2+y2)/2 ṽ(x,y) satisfies the
Cauchy–Riemann equation ∂z̄V(z) = 0.

This example shows, that the Gaussian is a preferred vacuum state (as producing
analytic functions through FSB transform) exactly for the same reason as being the
minimal uncertainty state: the both are derived from the identity ( hcM+ iD)e−cq

2/2 =
0.
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IV.5.5. Uncertainty and Analyticity

The main result of this paper is a generalisation of the previous observation, which
bridges together Cor. IV.5.3 and Thm. IV.5.1. Let G, H, ρ and H be as before. Assume,
that the homogeneous space X = G/H has a (quasi-)invariant measure dµ(x) [159,
§ 13.2]. Then, for a function (or a suitable distribution) k on Xwe can define the integ-
rated representation:

(IV.5.15) ρ(k) =

∫
X

k(x)ρ(s(x))dµ(x) ,

which is (possibly, unbounded) operators on (possibly, dense subspace of)H. It is a ho-
momorphism of the convolution algebra L1(G,dg) to an algebra of bounded operators
on H. In particular, R(k) denotes the integrated right shifts, for H = {e}.

THEOREM IV.5.5 ([206]). Let k1 and k2 be two distributions on X with the respective
integrated representations ρ(k1) and ρ(k2). The following are equivalent:

i. A vector f ∈ H satisfies the identity

∆f(ρ(k1)) · ∆f(ρ(k2)) = |⟨[ρ(k1), ρ(k1)]f, f⟩| .
ii. The image of the wavelet transform Wf : v 7→ ṽ(g) = ⟨v, ρ(g)f⟩ consists of functions

satisfying the equation R(k1 + irk2)ṽ = 0 for some r ∈ R, where R is the integrated
form (IV.5.15) of the right regular representation on G.

PROOF. This is an immediate consequence of a combination of Thm. IV.5.1 and
Cor. IV.5.3. □

Example IV.5.4 is a particular case of this theorem with k1(x,y) = δ ′x(x,y) and
k2(x,y) = δ ′y(x,y) (partial derivatives of the delta function), which represent vectors
X and Y from the Lie algebra h. The next example will be of this type as well.

IV.5.6. Hardy Space on the Real Line

We consider the induced representation ρ1 (II.3.8) for k = 1 of the group SL2(R).
A SL2(R)-quasi-invariant measure on the real line is |cx+ d|−2 dx. Thus, the following
form of the representation (II.3.8)

(IV.5.16) ρ1(g)f(w) =
1

cx+ d
f

(
ax+ b

cx+ d

)
, where g−1 =

(
a b
c d

)
,

is unitary in L2(R) with the Lebesgue measure dx.
We can calculate the derived representations for the basis of sl2 (II.3.13):

dρA1 = 1
2 · I+ x∂x,

dρB1 = 1
2x · I+ 1

2 (x
2 − 1)∂x,

dρZ1 = −x · I− (x2 + 1)∂x.

The linear combination of the above vector fields producing ladder operators L± =
±iA+ B are, cf. (II.3.17):

dρ
L±

1 = 1
2

(
(x± i) · I+ (x± i)2 · ∂x

)
.(IV.5.17)
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Obviously, the function f+(x) = (x + i)−1 satisfies dρ
L+

1 f+ = 0. Recalling the com-
mutator [A,B] = −1

2Z we note that dρZ1 f+ = −if+. Therefore, there is the following
identity for dispersions on this state:

∆f+(ρ
A
1 ) · ∆f+(ρB1 ) = 1

2 ,

with the minimal value of uncertainty among all eigenvectors of the operator dρZ1 .
Furthermore, the vacuum state f+ generates the induced wavelet transform for

the subgroup K = {etZ | t ∈ R}. We identify SL2(R)/K with the upper half-plane
C+ = {z ∈ C | ℑz > 0} [197, § 5.5; 204]. The map s : SL2(R)/K → SL2(R) is defined as

s(x+ iy) = 1√
y

(
y x
0 1

)
(I.3.13). Then, the induced wavelet transform (IV.5.3) is:

ṽ(x+ iy) = ⟨v, ρ1(s(x+ iy))f+⟩ =
1

2π
√
y

∫
R

v(t)dt
t−x
y

− i

=

√
y

2π

∫
R

v(t)dt

t− (x+ iy)
.

Clearly, this is the Cauchy integral up to the factor
√
y, which is related to the con-

formal metric on the upper half-plane. Similarly, we can consider the operator ρB−iA
1 =

1
2

(
(x± i) · I+ (x± i)2 · ∂x

)
and the function f−(z) = 1

x−i simultaneously solving the
equations ρB−iA

1 f− = 0 and dρZ1 f− = if−. It produces the integral with the conjugated
Cauchy kernel.

Finally, we can calculate the operator (IV.5.12) annihilating the image of the wave-
let transform. In the coordinates (x + iy, t) ∈ (SL2(R)/K) × K, the restriction to the
induced subrepresentation is, cf. [240, § IX.5]:

LA = i
2 sin 2t · I− y sin 2t · ∂x − y cos 2t · ∂y,(IV.5.18)

LB = − i
2 cos 2t · I+ y cos 2t · ∂x − y sin 2t · ∂y.(IV.5.19)

Then, the left-invariant vector field corresponding to the ladder operator contains the
Cauchu–Riemann operator as the main ingredient:

(IV.5.20) LL
−

= e2it(− i
2 I+ y(∂x + i∂y)), where L− = L+ = −iA+ B.

Furthermore, if L−iA+Bṽ(x + iy) = 0, then (∂x + i∂y)(ṽ(x + iy)/
√
y) = 0. That is,

V(x+ iy) = ṽ(x+ iy)/
√
y is a holomorphic function on the upper half-plane.

Similarly, we can treat representations of SL2(R) in the space of square integrable
functions on the upper half-plane. The irreducible components of this representation
are isometrically isomorphic [197, § 4–5] to the weighted Bergman spaces of (purely
poly-)analytic functions on the unit disk, cf. [329]. Further connections between ana-
lytic function theory and group representations can be found in [170, 197].

IV.5.7. Contravariant Transform and Relative Convolutions

For a square integrable unitary irreducible representation ρ and a fixed admiss-
ible vector ψ ∈ V , the integrated representation (IV.5.15) produces the contravariant
transform Mψ : L1(G)→ V , cf. [173, 204]:

(IV.5.21) M
ρ
ψ(k) = ρ(k)ψ, where k ∈ L1(G).
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The contravariant transform M
ρ
ψ intertwines the left regular representation Λ on

L2(G) and ρ:

(IV.5.22) M
ρ
ψΛ(g) = ρ(g)M

ρ
ψ.

Combining with (IV.5.2), we see that the composition M
ρ
ψ ◦W

ρ
ϕ of the covariant and

contravariant transform intertwines ρ with itself. For an irreducible square integ-
rable ρ and suitably normalised admissible ϕ and ψ, we use the Schur’s lemma [5,
Lem. 4.3.1], [159, Thm. 8.2.1] to conclude that:

(IV.5.23) M
ρ
ψ ◦W

ρ
ϕ = ⟨ψ,ϕ⟩ I.

Similarly to induced wavelet transform (IV.5.3), we may define integrated repres-
entation and contravariant transform for a homogeneous space. Let H be a subgroup
ofG andX = G/H be the respective homogeneous space with a (quasi-)invariant meas-
ure dx [159, § 9.1]. For the natural projection p : G → X we fix a continuous section
s : X → G [159, § 13.2], which is a right inverse to p. Then, we define an operator of
relative convolution on V [171, 204], cf. (IV.5.15):

(IV.5.24) ρ(k) =

∫
X

k(x) ρ(s(x))dx ,

with a kernel k defined on X = G/H. There are many important classes of operators
described by (IV.5.24), notably pseudodifferential operators (PDO) and Toeplitz oper-
ators [139,171,173,204]. Thus, it is important to have various norm estimations of ρ(k).
We already mentioned a straightforward inequality ∥ρ(k)∥ ⩽ C ∥k∥1 for k ∈ L1(G,dg),
however, other classes are of interest as well.

IV.5.8. Norm Estimations of Relative Convolutions

IfG is the Heisenberg group and ρ is its Schrödinger representation, then ρ(â) (IV.5.24)
is a PDO a(X,D) with the symbol a [104,139,204], which is the Weyl quantization (IV.1.6)
of a classical observable a defined on phase space R2. Here, â is the Fourier transform
of a, as usual. The Calderón–Vaillancourt theorem [320, Ch. XIII] estimates ∥a(X,D)∥
by L∞-norm of a finite number of partial derivatives of a.

In this section we revise the method used in [139, § 3.1] to prove the Calderón–
Vaillancourt estimations. It was described as “rather magical” in [104, § 2.5]. We hope,
that a usage of the covariant transform dispel the mystery without undermining the
power of the method.

We start from the following lemma, which has a transparent proof in terms of
covariant transform, cf. [139, § 3.1] and [104, (2.75)]. For the rest of the section we
assume that ρ is an irreducible square integrable representation of an exponential Lie
group G in V and mother wavelet ϕ,ψ ∈ V are admissible.

LEMMA IV.5.6. Let ϕ ∈ V be such that, for Φ = Wϕϕ, the reciprocal Φ−1 is bounded
on G or X = G/H. Then, for the integrated representation (IV.5.15) or relative convolu-
tion (IV.5.24), we have the inequality:

(IV.5.25) ∥ρ(f)∥ ⩽
∥∥Λ⊗ R(fΦ−1)

∥∥ ,

where (Λ⊗ R)(g) : k(g ′) 7→ k(g−1g ′g) acts on the image of Wϕ.
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PROOF. We know from (IV.5.23) that Mϕ ◦Wρ(g)ϕ = ⟨ϕ, ρ(g)ϕ⟩ I on V , thus:

Mϕ ◦Wρ(g)ϕ ◦ ρ(g) = ⟨ϕ, ρ(g)ϕ⟩ ρ(g) = Φ(g)ρ(g).

On the other hand, the intertwining properties (IV.5.2) and (IV.5.11) of the wavelet
transform imply:

Mϕ ◦Wρ(g)ϕ ◦ ρ(g) = Mϕ ◦ (Λ⊗ R)(g) ◦Wϕ.

Integrating the identityΦ(g)ρ(g) = Mϕ ◦ (Λ⊗R)(g) ◦Wϕ with the function fΦ−1 and
use the partial isometries Wϕ and Mϕ we get the inequality. □

The Lemma is most efficient if Λ ⊗ R acts in a simple way. Thus, we give he
following

DEFINITION IV.5.7. We say that the subgroup H has the complemented commutator
property, if there exists a continuous section s : X→ G such that:

(IV.5.26) p(s(x)−1gs(x)) = p(g), for all x ∈ X = G/H, g ∈ G.
For a Lie group G with the Lie algebra g define the Lie algebra h = [g, g]. The sub-

groupH = exp(h) (as well as any larger subgroup) has the complemented commutator
property (IV.5.26). Of course, X = G/H is non-trivial if H ̸= G and this happens, for
example, for a nilpotent G. In particular, for the Heisenberg group, its centre has the
complemented commutator property.

Note, that the complemented commutator property (IV.5.26) implies:

(IV.5.27) Λ⊗ R(s(x)) : g 7→ gh, for the unique h = g−1s(x)−1gs(x) ∈ H.
For a character χ of the subgroupH, we introduce an integral transformationu : L1(X)→
C(G):

(IV.5.28) uk(g) =

∫
X

k(x)χ(g−1s(x)−1gs(x))dx ,

where h(x,g) = g−1s(x)−1gs(x) is in H due to the relations (IV.5.26). This transforma-
tion generalises the isotropic symbol defined for the Heisenberg group in [139, § 2.1].

PROPOSITION IV.5.8 ([202]). Let a subgroupH ofG have the complemented commutator
property (IV.5.26) and ρχ be an irreducible representation of G induced from a character χ of
H, then

(IV.5.29)
∥∥ρχ(f)∥∥ ⩽

∥∥ŐfΦ−1
∥∥∞ ,

with the sup-norm of the function ŐfΦ−1 on the right.

PROOF. For an induced representation ρχ [159, § 13.2], the covariant transform
Wϕ maps V to a space Lχ2 (G) of functions having the property F(gh) = χ(h)F(g) [204,
§ 3.1]. From (IV.5.27), the restriction of Λ⊗ R to the space Lχ2 (G) is:

Λ⊗ R(s(x)) : ψ(g) 7→ ψ(gh) = χ(h(x,g))ψ(g).

In other words, Λ ⊗ R acts by multiplication on Lχ2 (G). Then, integrating the repres-
entation Λ⊗ R over X with a function k we get an operator (L⊗ R)(k), which reduces
on the irreducible component to multiplication by the function uk(g). Put k = fΦ−1
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for Φ = Wϕϕ. Then, from the inequality (IV.5.25), the norm of operator ρχ(f) can be
estimated by

∥∥Λ⊗ R(fΦ−1)
∥∥ =

∥∥ŐfΦ−1
∥∥∞. □

For a nilpotent step 2 Lie group, the transformation (IV.5.28) is almost the Fourier
transform, cf. the case of the Heisenberg group in [139, § 2.1]. This allows to estimate∥∥ŐfΦ−1

∥∥∞ through
∥∥uf
∥∥∞, where uf is in the essence the symbol of the respective PDO.

For other groups, the expression g−1s(x)−1gs(x) in (IV.5.28) contains non-linear terms
and its analysis is more difficult. In some circumstance the integral Fourier operat-
ors [320, Ch. VIII] may be useful for this purpose.





APPENDIX A

Open Problems

A reader may already note numerous objects and results, which deserve a further
consideration. It may also worth to state some open problems explicitly. In this section
we indicate several directions for further work, which go through four main areas
described in the paper.

A.1. Geometry

Geometry is most elaborated area so far, yet many directions are waiting for fur-
ther exploration.

i. Möbius transformations (I.1.1) with three types of hypercomplex units appear
from the action of the group SL2(R) on the homogeneous space SL2(R)/H [194],
where H is any subgroup A, N, K from the Iwasawa decomposition (I.3.12).
Which other actions and hypercomplex numbers can be obtained from other
Lie groups and their subgroups?

ii. Lobachevsky geometry of the upper half-plane is extremely beautiful and
well-developed subject [26, 71]. However the traditional study is limited to
one subtype out of nine possible: with the complex numbers for Möbius
transformation and the complex imaginary unit used in FSCc (??). The re-
maining eight cases shall be explored in various directions, notably in the
context of discrete subgroups [24].

iii. The Fillmore-Springer-Cnops construction, see subsection ??, is closely re-
lated to the orbit method [161] applied to SL2(R). An extension of the orbit
method from the Lie algebra dual to matrices representing cycles may be
fruitful for semisimple Lie groups.

iv.
v. A development of a discrete version of the geometrical notions can be derived

from suitable discrete groups. A natural first example is the group SL2(F),
where F is a finite field, e.g. Zp the field of integers modulo a prime p.

A.2. Analytic Functions

It is known that in several dimensions there are different notions of analyticity,
e.g. several complex variables and Clifford analysis. However, analytic functions of a
complex variable are usually thought to be the only options in a plane domain. The
following seems to be promising:
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i. Development of the basic components of analytic function theory (the Cauchy
integral, the Taylor expansion, the Cauchy-Riemann and Laplace equations,
etc.) from the same construction and principles in the elliptic, parabolic and
hyperbolic cases and respective subcases.

ii. Identification of Hilbert spaces of analytic functions of Hardy and Bergman
types, investigation of their properties. Consideration of the corresponding
Toeplitz operators and algebras generated by them.

iii. Application of analytic methods to elliptic, parabolic and hyperbolic equa-
tions and corresponding boundary and initial values problems.

iv. Generalisation of the results obtained to higher dimensional spaces. Detailed
investigation of physically significant cases of three and four dimensions.

v. There is a current interest in construction of analytic function theory on dis-
crete sets. Our approach is ready for application to an analytic functions in
discrete geometric set-up outlined in item A.1.0.v above.

A.3. Functional Calculus

The functional calculus of a finite dimensional operator considered in Section III.1
is elementary but provides a coherent and comprehensive treatment. It shall be exten-
ded to further cases where other approaches seems to be rather limited.

i. Nilpotent and quasinilpotent operators have the most trivial spectrum pos-
sible (the single point {0}) while their structure can be highly non-trivial. Thus
the standard spectrum is insufficient for this class of operators. In contract,
the covariant calculus and the spectrum give complete description of nilpo-
tent operators—the basic prototypes of quasinilpotent ones. For quasinilpo-
tent operators the construction will be more complicated and shall use ana-
lytic functions mentioned in A.2.0.i.

ii. The version of covariant calculus described above is based on the discrete series
representations of SL2(R) group and is particularly suitable for the descrip-
tion of the discrete spectrum (note the remarkable coincidence in the names).

It is interesting to develop similar covariant calculi based on the two other
representation series of SL2(R): principal and complementary [240]. The corres-
ponding versions of analytic function theories for principal [170] and comple-
mentary series [191] were initiated within a unifying framework. The classi-
fication of analytic function theories into elliptic, parabolic, hyperbolic [185,
191] hints the following associative chains:

Representations — Function Theory — Type of Spectrum

discrete series — elliptic — discrete spectrum
principal series — hyperbolic —continuous spectrum

complementary series— parabolic — residual spectrum
iii. Let a be an operator with spa ∈ D̄ and

∥∥ak∥∥ < Ckp. It is typical to consider
instead of a the power bounded operator ra, where 0 < r < 1, and consequently
develop its H∞ calculus. However such a regularisation is very rough and



A.4. QUANTUM MECHANICS 371

hides the nature of extreme points of spa. To restore full information a sub-
sequent limit transition r → 1 of the regularisation parameter r is required.
This make the entire technique rather cumbersome and many results have an
indirect nature.

The regularisation ak → ak/kp is more natural and accurate for poly-
nomially bounded operators. However it cannot be achieved within the ho-
momorphic calculus Defn. III.1.1 because it is not compatible with any al-
gebra homomorphism. Albeit this may be achieved within the covariant cal-
culus Defn. III.1.4 and Bergman type space from A.2.0.ii.

iv. Several non-commuting operators are especially difficult to treat with func-
tional calculus Defn. III.1.1 or a joint spectrum. For example, deep insights
on joint spectrum of commuting tuples [319] refused to be generalised to
non-commuting case so far. The covariant calculus was initiated [168] as a
new approach to this hard problem and was later found useful elsewhere as
well. Multidimensional covariant calculus [180] shall use analytic functions
described in A.2.0.iv.

v. As we noted above there is a duality between the co- and contravariant calculi
from Defins. II.4.23 and II.4.25. We also seen in Section III.1 that functional
calculus is an example of contravariant calculus and the functional model is
a case of a covariant one. It is interesting to explore the duality between them
further.

A.4. Quantum Mechanics

Due to the space restrictions we only touched quantum mechanics, further details
can be found in [169, 181, 183, 184, 188, 199]. In general, Erlangen approach is much
more popular among physicists rather than mathematicians. Nevertheless its potential
is not exhausted even there.

i. There is a possibility to build representation of the Heisenberg group using
characters of its centre with values in dual and double numbers rather than
in complex ones. This will naturally unifies classical mechanics, traditional
QM and hyperbolic QM [155]. In particular, a full construction of the corres-
ponding Fock–Segal–Bargmann spaces would be of interest.

ii. Representations of nilpotent Lie groups with multidimensional centres in Clif-
ford algebras as a framework for consistent quantum field theories based on
De Donder–Weyl formalism [183].

REMARK A.1. This work is performed within the “Erlangen programme at large”
framework [185, 191], thus it would be suitable to explain the numbering of various
papers. Since the logical order may be different from chronological one the following
numbering scheme is used:
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Prefix Branch description
“0” or no prefix Mainly geometrical works, within the classical field of Erlan-

gen programme by F. Klein, see [191, 194]
“1” Papers on analytical functions theories and wavelets,

e.g. [170]
“2” Papers on operator theory, functional calculi and spectra,

e.g. [182]
“3” Papers on mathematical physics, e.g. [199]

For example, [199] is the first paper in the mathematical physics area. The present pa-
per [197] outlines the whole framework and thus does not carry a subdivision number.
The on-line version of this paper may be updated in due course to reflect the achieved
progress.
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Supplementary Material

B.1. Dual and Double Numbers

Complex numbers form a two-dimensional commutative associative algebra with
an identity. Up to a suitable choice of a basis there are exactly three different types
of such algebras—see [241]. They are spanned by a basis consisting of 1 and a hyper-
complex unit ι. The square of ι is −1 for complex numbers, 0 for dual numbers and
1 for double numbers. In these cases, we write the hypercomplex unit ι as i, ε and j,
respectively.

The arithmetic of hypercomplex numbers is defined by associative, commutative
and distributive laws. For example, the product is

(u+ ιv)(u ′ + ιv ′) = (uu ′ + ι2vv ′) + ι(uv ′ + u ′v), where ι2 = −1, 0, or 1.

Further comparison of hypercomplex numbers is presented in Fig. B.2.
Despite significant similarities, only complex numbers belong to mainstream math-

ematics. Among their obvious advantages is the following:
i. A product of complex numbers is equal to zero if and only if at least one factor

is zero. This property is called the absence of zero divisors. Dual and double
numbers both have large set of zero divisors.

ii. Complex numbers are algebraically closed, that is, any polynomial with one
variable with complex coefficients has a complex root. It is easy to see that
dual and double numbers are not algebraically closed for the same reason as
real numbers.

The first property is not very crucial, since zero divisors can be treated through ap-
propriate techniques, e.g. projective coordinates, cf. Section I.8.1. The property of
being algebraically-closed was not used in the present work. Thus, the absence of
these properties is not an insuperable obstacle in the study of hypercomplex numbers.
On the other hand, hypercomplex numbers naturally appeared in Section I.3.3 from
SL2(R) action on the three different types of homogeneous spaces.

B.2. Classical Properties of Conic Sections

We call cycles three types of curves: circles, parabolas and equilateral hyperbolas.
They belong to a large class of conic sections, i.e. they are the intersection of a cone with
a plane, see Fig. I.1.3. Algebraically, cycles are defined by a quadratic equation (I.15.3)
and are a subset of quadrics.
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The beauty of conic sections has attracted mathematicians for several thousand
years. There is an extensive literature—see [123, § 6] for an entry-level introduction
and [36, Ch. 17] for a comprehensive coverage. We list below the basic definitions only
in order to clarify the distinction between the classical foci, the centres of conic sections
and our usage.

F2 F1

P

O

F

P

V

d

F2F1

P

O

a1a2

FIGURE B.1. Classical definitions of conic sections through the dis-
tances from foci. Equality of some angles can be derived and results
in corresponding ray reflection.

We use the notation |P1P2| and |P l| for the Euclidean distance between points P1,
P2 and between a point P and a line l.

Ellipse: — a set of points P such that |PF1| + |PF2| = const for two fixed points
F1 and F2, called the foci of the ellipse—see Fig. B.1. The midpoint O of the
interval F1F2 is the ellipse’s centre. A circle is a particular case of an ellipse
with F1 = F2 = O.

Parabola: — a set of points P such that |PF| = |P d| for a fixed point F and a
line d. They are called the focus and directrix, respectively. The point of the
parabola nearest to the directrix is its vertex. The centre of a parabola is not
usually defined.

Hyperbola: — a set of points P such that |PF1| − |PF2| = ±const for two fixed
points F1 and F2 called the foci of the hyperbola. A hyperbola has two disjoint
branches which tend to their asymptotes—see lines a1 and a2 in Fig. B.1. The
midpoint O of the interval F1F2, which is also the intersection of the asymp-
totes, is the hyperbola’s centre.

The above definition in terms of distances allows us to deduce the equality of the
respective angles in each case—see Fig. B.1 and [123, § 6]. This implies reflection of
the respective rays. For example, any ray perpendicular to the directrix is reflected
by the parabola to pass its focus—the “burning point”. There are many applications
of this, from the legendary burning of the Roman fleet by Archimedes to practical
(parabolic) satellite dishes.
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B.3. Comparison with Yaglom’s Book

The profound book by Yaglom [339] is already a golden classic appreciated by
several generations of mathematicians and physicists. To avoid confusion, we provide
a comparison of our notions and results with Yaglom’s.

Firstly, there is a methodological difference. Yaglom started from notions of length
and angles and then derived objects (notably parabolas) which carry them out in an
invariant way. We worked in the opposite direction by taking invariant objects (FSCc
matrices) and deriving the respective notions and properties, which were also invari-
ant. This leads to significant distinctions in our results which are collected in Fig. B.3.

In short, we tried to avoid an overlap with Yaglom’s book [339]—our results are
either new or obtained in a different manner.

We may also note some later attempts to axiomatize the theory, see for example [315].
As it often happens with axiomatisation, the result may be compared with sun-dried
fruits: it is suitable for long-term preservation but does not keep all its test, aroma and
vitamins. Also, the fruit needs to be grown up within the synthetic approach before-
hand.

B.4. Other Approaches and Results

The development of parabolic and hyperbolic analogues of complex analysis has a
long but sporadic history. In the absence of continuity, there are many examples when
a researcher started from a scratch without any knowledge of previous works. There
may be even more forgotten papers on the subject. To improve the situation, we list
here some papers without trying to be comprehensive or even representative.

The survey and history of Cayley–Klein geometries is presented in Yaglom’s book [339]
and this will be completed by the work [284] which provides the full axiomatic classi-
fication of EPH cases. See also [270, 304, 311] for modern discussion of the Erlangen
programme. A search for hyperbolic function theory was attempted several times
starting from the 1930s—see, for example, [241, 253, 260, 286, 332]. Despite some im-
portant advances, the obtained hyperbolic theory is not yet as natural and complete
as complex analysis is. Parabolic geometry was considered in [339] with rather trivial
“parabolic calculus” described in [58]. There is also interest in this topic from differ-
ent areas: differential geometry [19, 29, 44, 57, 58, 79, 102, 229, 230, 308, 342], kinemat-
ics [78, 232, 331, 339], quantum mechanics [9, 118, 120, 133, 142, 143, 151, 154, 155, 157,
325, 327], group representations [115, 116], space-time geometry [42, 130, 131, 141, 256],
hypercomplex analysis [60; 90; 91; 170; 234; 235, Part IV; 243] and non-linear dynam-
ics [281–283], integrability of discrete equations [41, 226–228, 297].

B.5. FSCc with Clifford Algebras

Our CAS uses FSCc, which is expressed through Clifford algebras [191, 211]. Clif-
ford algebras also admit straightforward generalisation to higher dimensions. There
are two slightly different forms: so called vector (all versions of CAS) and paravector
(since v.3.0 only) formalisms. In paravector formalism a point with coordinates(u, v) is
represented by the paravector u1+ve0 from the Clifford algebra with the single gener-
ator e0 and unit 1. Such Clifford algebra is commutative and effectively isomorphic to
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complex, dual or double numbers depending on the value e20. Therefore, all FSCc mat-
rix formulae for the paravector formalism coincide with ones presented in this book.

In vector formalism a point with coordinates (u, v) is represented by the vector
ue0+ve1 from the Clifford algebra with two generators e0 and e1 which anticommute:
e0e1 = −e1e0. Although, in this case, we need to take care on the non-commutativity
of Clifford numbers, many matrix expressions have a simpler form. We briefly outline
differences in FSCc for vector formalism below.

Let Cℓ(σ) be the four-dimensional Clifford algebra with unit 1, two generators e0
and e1, and the fourth element of the basis, their product e0e1. The multiplication table
is e20 = −1, e21 = σ and e0e1 = −e1e0. Here, σ = −1, 0 and 1 in the respective EPH
cases. The point space A consists of vectors ue0 + ve1. An isomorphic realisation of

SL2(R) is obtained if we replace a matrix
(
a b
c d

)
by
(

a be0
−ce0 d

)
for any σ. The

Möbius transformation of A→ A for all three algebras Cℓ(σ) by the same expression,
cf. (I.3.24), is

(B.1)
(

a be0
−ce0 d

)
: ue0 + ve1 7→

a(ue0 + ve1) + be0
−ce0(ue0 + ve1) + d

,

where the expression a
b

in a non-commutative algebra is understood as ab−1.
In Clifford algebras, the FSCc matrix of a cycle (k, l,n,m) is, cf. (I.4.5),

(B.2) Csσ̆ =

(
lĕ0 + snĕ1 m

k −lĕ0 − snĕ1

)
, with ĕ20 = −1, ĕ21 = σ̆,

where the EPH type of Cℓ(σ̆) may be different from the type of Cℓ(σ). In terms of
matrices (B.1) and (B.2) the SL2(R)-similarity (I.4.7) has exactly the same form C̃sσ̆ =
gCsσ̆g

−1. However, the cycle similarity (I.6.10) becomes simpler, e.g. there is no need
in conjugation:

(B.3) Csσ̆ : C̃sσ̆ 7→ Csσ̆C̃
s
σ̆C

s
σ̆.

The cycle product is ℜ tr(Csσ̆C̃
s
σ̆) [191]. Its “imaginary” part (vanishing for hypercom-

plex numbers) is equal to the symplectic form of cycles’ centres.
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Elliptic Parabolic Hyperbolic

Unit i2 = −1 ε2 = 0 j2 = 1
Number w = x+ iy w = x+ εy w = x+ jy
Conjugation w̄ = x− iy w̄ = x− εy w̄ = x− jy

Euler formula eit = cos t+ i sin t eεt = 1+ εt ejt = cosh t+ j sinh t

Modulus |w|2e = ww̄ = x2 + y2 |w|2p = ww̄ = x2 |w|2h = ww̄ = x2 − y2

Argument argw = tan−1 y
x

argw = y
x

argw = tanh−1 y
x

Zero divisors 0 x = 0 x = ±y

Inverse w̄/ |w|2e w̄/ |w|2p w̄/ |w|2h

Unit cycle circle |w|2e = 1 unit strip x = ±1 unit hyperbola |w|2h = 1

FIGURE B.2. The correspondence between complex, dual and double numbers.
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FIGURE B.3. Comparison with the Yaglom book



APPENDIX C

How to Use the Software

This is information about Open Source Software project Moebinv [211], see its
Webpage1 for updates.

It is easier to use the MoebInv package than ever. The simplest options are:
i. Download precompiled GUI for your OS. The GUI has self-contained help

system, please use it for further advise.
ii. Work with Jupyter notebooks at your Web-browser. You can access these at

either:
• on Google Colab [214]; or
• on CodeOcean capsule [213].

Once you started a Jupyter notebook you can skip to Section C.3 for introduc-
tion.

The third possibility is live DVD (ISO image), its installation is explained in Section C.2.
You can skip to Section C.3 if you are not using this route. The live DVD/ISO im-
ages are derived from several open-source projects, notably Debian GNU–Linux [309],
GiNaC library of symbolic calculations [21], Asymptote [126] and many others. Thus,
our work is distributed under the GNU General Public License (GPL) 3.0 [112].

You can download an ISO image of a Live GNU–Linux DVD with our CAS from
several locations. The initial (now outdated) version was posted through the Data
Conservancy Project arXiv.org associated to paper [186]. A newer version of ISO is
now included as an auxiliary file to the same paper, see the subdirectory:

http://arxiv.org/src/cs/0512073v11/anc

Also, an updated versions (v3.5.8) of the ISO image for amd64 architecture is up-
loaded to clouds:

https://tinyurl.com/rvhyyv2

https://drive.google.com/file/d/1I3XT91pfXY2BbZbxSOXJLfVvthSb4hkb/view?usp=sharing

.
In this Appendix, we only briefly outline how to start using the enclosed DVD or

ISO image. As soon as the DVD is running or the ISO image is mounted as a virtual
file system, further help may be obtained on the computer screen. We also describe
how to run most of the software on the disk on computers without a DVD drive at the
end of Sections C.1, C.2.1 and C.2.2.

1http://moebinv.sourceforge.net/
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C.1. Viewing Colour Graphics

The easiest part is to view colour illustrations on your computer. There are not
many hardware and software demands for this task—your computer should have a
DVD drive and be able to render HTML pages. The last task can be done by any web
browser. If these requirements are satisfied, perform the following steps:

1. Insert the DVD disk into the drive of your computer.
2. Mount the disk, if required by your OS.
3. Open the contents of the DVD in a file browser.
4. Open the file index.html from the top-level folder of the DVD in a web

browser, which may be done simply by clicking on its icon.
5. Click in the browser on the link View book illustrations.

If your computer does not have a DVD drive (e.g. is a netbook), but you can gain brief
access to a computer with a drive, then you can copy the top-level folder doc from
the enclosed DVD to a portable medium, say a memory stick. Illustrations (and other
documentation) can be accessed by opening the index.html file from this folder.

In a similar way, the reader can access ISO images of bootable disks, software
sources and other supplementary information described below.

C.2. Installation of CAS

There are three major possibilities of using the enclosed CAS:
A. To boot your computer from the DVD itself.
B. To run it in a Linux emulator.
C. Advanced: recompile it from the enclosed sources for your platform.

Method A is straightforward and can bring some performance enhancement. How-
ever, it requires hardware compatibility; in particular, you must have the so-called
amd64 (or i386 for previous versions up to v3.0) architecture. Method B will run on
a much wider set of hardware and you can use CAS from the comfort of your stand-
ard desktop. However, this may require an additional third-party programme to be
installed.

C.2.1. Booting from the DVD Disk. WARNING: it is a general principle, that
running a software within an emulator is more secure than to boot your computer in
another OS. Thus we recommend using the method described in Section C.2.2.

It is difficult to give an exact list of hardware requirements for DVD booting, but
your computer must be based on the amd64 architecture. If you are ready to have a try,
follow these steps:

1. Insert the DVD disk into the drive of your computer.
2. Switch off or reboot the computer.
3. Depending on your configuration, the computer may itself attempt to boot

from the DVD instead of its hard drive. In this case you can proceed to step
5.

4. If booting from the DVD does not happen, then you need to reboot again
and bring up the “boot menu”, which allows you to chose the boot device
manually. This menu is usually prompted by a “magic key” pressed just after

color-figures/epal1-ws-fig.html
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the computer is powered on—see your computer documentation. In the boot
menu, chose the CD/DVD drive.

5. You will be presented with the screen shown on the left in Fig. C.1. Simply
press Enter to chose the “Live (486)” or “Live (686-pae)” (for more advanced
processors) to boot. To run 686-pae kernel in an emulator, e.g. VirtualBox,
you may need to allow “PAE option” in settings.

6. If the DVD booted well on your computer you will be presented with the
GUI screen shown on the right in Fig. C.1. Congratulations, you can proceed
to Section C.3.

If the DVD boots but the graphic X server did not start for any reason and you have
the text command prompt only, you can still use most of the CAS. This is described in
the last paragraph of Section C.3.

If your computer does not have a DVD drive you may still boot the CAS on your
computer from a spare USB stick of at least 1Gb capacity. For this, use UNetbootin [13]
or a similar tool to put an ISO image of a boot disk on the memory stick. The ISO
image(s) is located at the top-level folder iso-images of the DVD and the file README

in this folder describes them. You can access this folder as described in Section C.1.

C.2.2. Running a Linux Emulator. You can also use the enclosed CAS on a wide
range of hardware running various operating systems, e.g. Linux, Windows, Mac OS,
etc. To this end you need to install a so-called virtual machine, which can emulate
amd64 architecture. I would recommend VirtualBox [271]—a free, open-source pro-
gram which works well on many existing platforms. There are many alternatives (in-
cluding open-source), for example: Qemu [31], Open Virtual Machine [272] and some
others.

Here, we outline the procedure for VirtualBox—for other emulators you may need
to make some adjustments. To use VirtualBox, follow these steps:

1. Insert the DVD disk in your computer.
2. Open the index.html file from the top directory of the DVD disk and follow

the link “Installing VirtualBox”. This is a detailed guide with all screenshots.
Below we list only the principal steps from this guide.

3. Go to the web site of VirtualBox [271] and proceed to the download page for
your platform.

4. Install VirtualBox on your computer and launch it.
5. Create a new virtual machine. Use either the entire DVD or the enclosed ISO

images for the virtual DVD drive. If you are using the ISO images, you may
wish to copy them first to your hard drive for better performance and silence.
See the file README in the top-level folder iso-images for a description of the
image(s).

6. Since a computer emulation is rather resource-demanding, it is better to close
all other applications on slower computers (e.g. with a RAM less than 1Gb).

7. Start the newly-created machine. You will need to proceed through steps 5–6
from the previous subsections, as if the DVD is booting on your real computer.
As soon as the machine presents the GUI, shown on the right in Fig. C.1, you
are ready to use the software.

virtualbox/virtualbox-install.html
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FIGURE C.1. Initial screens of software start up. First, DVD boot
menu; second, IDE screen after the booting.

If you succeeded in this you may proceed to Section C.3. Some tips to improve your
experience with emulations are described in the detailed electronic manual.

C.2.3. Recompiling the CAS on Your OS. The core of our software is a C++ library
which is based on GiNaC [21]—see its web page for up-to-date information. The latter
can be compiled and installed on both Linux and Windows. Subsequently, our library
can also be compiled on these computers from the provided sources. Then, the library
can be used in your C++ programmes. See the top-level folder src on the DVD and the
documentation therein. Also, the library source code (files cycle.h and cycle.cpp) is
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produced in the current directory if you pass the TEX file of the paper [186] through
LATEX.

Our interactive tool is based on pyGiNaC [50]—a Python binding for GiNaC. This
may work on many flavours of Linux as well. Please note that, in order to use pyGiNaC
with the recent GiNaC, you need to apply my patches to the official version. The DVD
contains the whole pyGiNaC source tree which is already patched and is ready to use.

There is also a possibility to use our library interactively with swiGiNaC [307],
which is another Python binding for GiNaC and is included in many Linux distribu-
tions. The complete sources for binding our library to swiGiNaC are in the correspond-
ing folder of the enclosed DVD. However, swiGiNaC does not implement full function-
ality of our library.

C.3. Using the CAS and Computer Exercises

Once you have booted to the GUI with the open CAS window as described in Sub-
sections C.2.1 or C.2.2, a window with Pyzo (an integrated development environment—
IDE)) shall start. The left frame is an editor for your code, some exercises from the book
will appear there. Top right frame is a IPython shell, where your code will be executed.
Bottom left frame presents the files tree.

FIGURE C.2. IPython shell.

Pyzo has a modern graphical user interface (GUI) and a detailed help system, thus
we do not need to describe its work here. On the other hand, if a user wish to work
with IPython shell alone (see Fig. C.2), he may start the shall from Main Menu→Accessories→CAS moebinv (ipython).
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The presentation below will be given in terms of IPython shell, an interactions with
Pyzo is even more intuitive.

Initially, you may need to configure your keyboard (if it is not a US layout). To
install, for example, a Portuguese keyboard, you may type the following command at
the IPython prompt (e.g. the top right frame of Pyzo):
In [2]: !change-xkbd pt

The keyboard will be switched and the corresponding national flag displayed at the
bottom-left corner of the window. For another keyboard you need to use the interna-
tional two-letter country code instead of pt in the above command. The first exclama-
tion mark tells that the interpreter needs to pass this command to the shell.

C.3.1. Warming Up. The first few lines at the top of the CAS windows suggest
several commands to receive a quick introduction or some help on the IPython inter-
preter [280]. Our CAS was loaded with many predefined objects—see Section C.5. Let
us see what C is, for example:
In [3]: print C

------> print(C)

[cycle2D object]

In [4]: print C.string()

------> print(C.string())

(k, [L,n],m)

Thus, C is a two-dimensional cycle defined with the quadruple (k, l,n,m). Its determ-
inant is:
In [5]: print C.hdet()

------> print(C.hdet())

k*m-L**2+si*n**2

Here, si stands for σ—the signature of the point space metric. Thus, the answer reads
km − l2 + σn2—the determinant of the FSCc matrix of C. Note, that terms of the ex-
pression can appear in a different order: GiNaC does not have a predefined sorting
preference in output.

As an exercise, the reader may now follow the proof of Theorem I.4.13, remember-
ing that the point P and cycle C are already defined. In fact, all statements and exercises
marked by the symbolÍ on the margins are already present on the DVD. For example,
to access the proof of Theorem I.4.13, type the following at the prompt:
In [6]: %ed ex.4.13.py

Here, the special %ed instructs the external editor jed to visit the file ex.I.4.13.py.
This file is a Python script containing the same lines as the proof of Theorem I.4.13
in the book. The editor jed may be manipulated from its menu and has command
keystrokes compatible with GNU Emacs. For example, to exit the editor, press Ctrl-X
Ctrl-C. After that, the interactive shell executes the visited file and outputs:
In [6]: %ed ex.4.13.py

Editing... done. Executing edited code...

Conjugated cycle passes the Moebius image of P: True
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Thus, our statement is proven.
For any other CAS-assisted statement or exercise you can also visit the corres-

ponding solution using its number next to the symbol Í in the margin. For example,
for Exercise I.6.22, open file ex.I.6.22.py. However, the next mouse sign marks the
item I.6.24.i, thus you need to visit file ex.I.6.24.i.py in this case. These files are
located on a read-only file system, so to modify them you need to save them first
with a new name (Ctrl-X Ctrl-W), exit the editor, and then use %ed special to edit the
freshly-saved file.

C.3.2. Drawing Cycles. You can visualise cycles instantly. First, we open an Asymptote

instance and define a picture size:
In [7]: A=asy()

Asymptote session is open. Available methods are:

help(), size(int), draw(str), fill(str), clip(str), ...

In [8]: A.size(100)

Then, we define a cycle with centre (0, 1) and σ-radius 2:
In [9]: Cn=cycle2D([0,1],e,2)

In [10]: print Cn.string()

------> print(Cn.string())

(1, [0,1],-2-si)

This cycle depends on a variable sign and it must be substituted with a numeric value
before a visualisation becomes possible:
In [11]: A.send(cycle2D(Cn.subs(sign==-1)).asy_string())

In [12]: A.send(cycle2D(Cn.subs(sign==0)).asy_string())

In [13]: A.send(cycle2D(Cn.subs(sign==1)).asy_string())

In [14]: A.shipout("cycles")

In [15]: del(A)

By now, a separate window will have opened with cycle Cn drawn triply as a circle,
parabola and hyperbola. The image is also saved in the Encapsulated Postscript (EPS)
file cycles.eps in the current directory.

Note that you do not need to retype inputs 12 and 13 from scratch. Up/down
arrows scroll the input history, so you can simply edit the value of sign in the input line
11. Also, since you are in Linux, the Tab key will do a completion for you whenever
possible.

The interactive shell evaluates and remember all expressions, so it may sometime
be useful to restart it. It can be closed by Ctrl-D and started from the Main Menu (the
bottom-left corner of the screen) using Accessories→CAS pycyle. In the same menu
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folder, there are two items which open documentation about the library in PDF and
HTML formats.

C.3.3. Library figure. There is a high-level library figure, which allows to de-
scribe ensembles of cycles through various relations between elements. Let us start
from the example. First, we create an empty figure F with the elliptic geometry, given

by the diagonal matrix
(
−1 0
0 −1

)
:

$ from figure import *

$ F=figure([-1,-1])

Every (even “empty”) figure comes with two predefined cycles: the real line and infin-
ity. Since they will be used later, we get an access to them:
$ RL=F.get_real_line()

$ inf=F.get_infinity()

We can add new cycles to the figure explicitly specifying their parameters. For ex-
ample, for k = 1, l = 3, n = 2,m = 12:
$ A=F.add_cycle(cycle2D(1,[3,2],12),"A")

A point (zero-radius cycle) can be specified by its coordinates (coordinates of its centre):
$ B=F.add_point([0,1],"B")

Now we use the main feature of this library and add a new cycles c through its rela-
tions to existing members of the figure F:
$ c=F.add_cycle_rel([is_orthogonal(A),is_orthogonal(B),\

$ is_orthogonal(RL)],"c")

Cycle c will be orthogonal to cycle A, passes through point B (that is orthogonal to the
zero-radius cycle representin B), and orthogonal to the real line. The last condition
characterises a line in the Lobachevsky half-plane. We can add a straight line request-
ing its orthogonality to the infinity. For example:
$ d=F.add_cycle_rel([is_orthogonal(A),is_orthogonal(B),\

$ is_orthogonal(inf)],"d")

We may want to find parameters of automatically calculated cycles c and d:
$ print F.string()

This produces an output, showing parameters of all cycles together with their mutual
relations:
infty: {(0, [[0,0]]~infty, 1), -2} --> (d); <-- ()

R: {(0, [[0,1]]~R, 0), -1} --> (c); <-- ()

A: {(1, [[3,2]]~A, 12), 0} --> (c,d); <-- ()

B: {(1, [[0,1]]~B, 1), 0} --> (c,d); <-- (B/o,infty|d,B-(0)|o,B-(1)|o)

c: {(6/11, [[1,0]]~c, -6/11), 1} --> (); <-- (A|o,B|o,R|o)

d: {(0, [[-1/6,1/2]]~d, 1), 1} --> (); <-- (A|o,B|o,infty|o)

B-(0): {(0, [[1,0]]~B-(0), 0), -3} --> (B); <-- ()

B-(1): {(0, [[0,1]]~B-(1), 2), -3} --> (B); <-- ()

Note, two cycles B-(0) and B-(1) were automatially created as ”invisible” parents of cycle
(point) B.

Finally, we may want to see the drawing:
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$ F.asy_write(300,-1.5,5,-5,5,"figure-example")

This creates an encapsulated PostScript file figure-example.eps, which is shown on Fig. C.3.
See [211] for further documentation of figure library. Examples include symbolic calculations
and automatic theorem proving.

R

A

B

d

e

FIGURE C.3. Example of figure library usage.

C.3.4. Further Usage. There are several batch checks which can be performed with CAS.
Open a terminal window from Main Menu→Accessories→ LXTerminal. Type at the command
prompt:
$ cd ~/CAS/pycycle/

$ ./run-pyGiNaC.sh test_pycycle.py

A comprehensive test of the library will be performed and the end of the output will look like
this:
True: sl2_clifford_list: (0)

True: sl2_clifford_matrix: (0)

True: jump_fnct (-1)

Finished. The total number of errors is 0

Under normal circumstances, the reported total number of errors will, of course, be zero. You
can also run all exercises from this book in a batch. From a new terminal window, type:
$ cd ~/CAS/pycycle/Examples/

$ ./check_all_exercises.sh

Exercises will be performed one by one with their numbers reported. Numerous graphical win-
dows will be opened to show pencils of cycles. These windows can be closed by pressing the
q key for each of them. This batch file suppresses all output from the exercises, except those
containing the False string. Under normal circumstances, these are only Exercises I.7.14.i and
I.7.14.ii.
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You may also access the CAS from a command line. This may be required if the graphic X
server failed to start for any reason. From the command prompt, type the following:
$ cd ~/CAS/pycycle/Examples/

$ ./run-pyGiNaC.sh

The full capacity of the CAS is also accessible from the command prompt, except for the preview
of drawn cycles in a graphical window. However, EPS files can still be created with Asymptote—
see shipout() method.

C.4. Library for Cycles

Our C++ library defines the class cycle to manipulate cycles of arbitrary dimension in a
symbolic manner. The derived class cycle2D is tailored to manipulate two-dimensional cycles.
For the purpose of the book, we briefly list here some methods for cycle2D in the pyGiNaC
binding form only.

constructors: There are two main forms of cycle2D constructors:
C=cycle2D(k,[l,n],m,e) # Cycle defined by a quadruple

Cr=([u,v],e,r) # Cycle with center at [u,v] and radius r2

In both cases, we use a metric defined by a Clifford unit e.
operations: Cycles can be added (+), subtracted (-) or multiplied by a scalar (method

exmul()). A simplification is done by normal() and substitution by subs(). Coef-
ficients of cycles can be normalised by the methods normalize() (k-normalisation),
normalize det() and normalize norm().

evaluations: For a given cycle, we can make the following evaluations: hdet()—determinant
of its (hypercomplex) FSCc matrix, radius sq()—square of the radius, val()—value
of a cycle at a point, which is the power of the point to the cycle.

similarities: There are the following methods for building cycle similarities: sl2 similarity(),
matrix similarity() and cycle similarity() with an element of SL2(R), a matrix
or another cycle, respectively.

checks: There are several checks for cycles, which return GiNaC relations. The latter may
be converted to Boolean values if no variables are presented within them. The checks
for a single cycle are: is linear(), is normalized() and passing(), the latter re-
quires a parameter (point). For two cycles, they are is orthogonal() and is f orthogonal().

specialisation: Having a cycle defined through several variables, we may try to special-
ise it to satisfy some further conditions. If these conditions are linear with respect to the
cycle’s variables, this can be achieved through the very useful method subject to().
For example, for the above defined cycle C, we can find
C2=C.subject_to([C.passing([u,v]), C.is_orthogonal(C1)])

where C2 will be a generic cycle passing the point [u,v] and orthogonal to C1. See the
proof of Theorem I.4.13 for an application.

specific: There are the following methods specific to two dimensions: focus(), focal length()—
evaluation of a cycle’s focus and focal length and roots()—finding intersection points
with a vertical or horizontal line. For a generic line, use method line intersect() in-
stead.

drawing: For visualisation through Asymptote, you can use various methods: asy draw(),
asy path() and asy string(). They allow you to define the bounding box, colour
and style of the cycle’s drawing. See the examples or full documentation for details of
usage.
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Further information can be obtained from electronic documentation on the enclosed DVD, an
inspection of the test file CAS/pycycle/test pycycle.py and solutions of the exercises.

C.5. Predefined Objects at Initialisation

For convenience, we predefine many GiNaC objects which may be helpful. Here is a brief
indication of the most-used:

realsymbol.: a, b, c, d: elements of SL2(R) matrix.
u, v, u1, v1, u2, v2: coordinates of points.
r, r1, r2: radii.
k, l, n, m, k1, l1, n1, m1: components of cycles.
sign, sign1, sign2, sign3, sign4: signatures of various metrics.
s, s1, s2, s3: s parameters of FSCc matrices.
x, y, t: spare to use.

varidx.: mu, nu, rho, tau: two-dimensional (in vector formalism) or one-dimensional
indexes for Clifford units.

matrix.: M, M1, M2, M3: diagonal 2× 2 matrices with entries −1 and i-th sign on their
diagonal.
sign mat, sign mat1, sign mat2: similar matrices with i-th s instead of sign.

clifford unit.: e, es, er, et: Clifford units with metrics derived from matrices M,

M1, M2, M3, respectively.
cycle2D.: The following cycles are predefined:

C=cycle2D(k,[l,n],m,e) # A generic cycle

C1=cycle2D(k1,[l1,n1],m1,e)# Another generic cycle

Cr=([u,v],e,r2) # Cycle with centre at [u,v] and radius r2

Cu=cycle2D(1,[0,0],1,e) # Unit cycle

real_line=cycle2D(0,[0,1],0,e)

Z=cycle2D([u,v], e) # Zero radius cycles at [u,v]

Z1=cycle2D([u1,v1], e) # Zero radius cycles at [u1,v1]

Zinf=cycle2D(0,[0,0],1,e) # Zero radius cycles at infinity

The solutions of the exercises make heavy use of these objects. Their exact definition can be
found in the file CAS/pycycle/init cycle.py from the home directory.

cycle-class.html
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[2] L. V. Ahlfors. On the fixed points of Möbius transformations in Rn. Ann. Acad. Sci. Fenn. Ser. A I Math.,
10:15–27, 1985. ↑191
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Basel, Second edition, 2007. ↑118, 147, 159, 160, 162, 197
[33] W. Benz. A fundamental theorem for dimension-free Möbius sphere geometries. Aequationes Math., 76
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eering. Birkhäuser Boston, Inc., Boston, MA, 2002. Papers from the conference (AGACSE 2001) held at
Cambridge University, Cambridge, July 9–13, 2001. ↑160

[87] M. Duflo and C. C. Moore. On the regular representation of a nonunimodular locally compact group.
J. Functional Analysis, 21 (2):209–243, 1976. ↑231, 251, 260, 281, 290

[88] N. Dunford and J. T. Schwartz. Linears operators. part i: General theory. Pure and Applied Mathematics,
vol. VII. John Wiley & Sons, Inc., New York, 1957. ↑256
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Ph.D. Thesis, 1987. ↑191

[344] A. Zygmund. Trigonometric series. Vol. I, II. Cambridge Mathematical Library. Cambridge University
Press, Cambridge, Third, 2002. With a foreword by Robert A. Fefferman. ↑276

http://www.emis.de:80/cgi-bin/zmen/ZMATH/en/zmathf.html?first=1&maxdocs=3&type=html&an=62.1122.03&format=complete
http://arXiv.org/abs/hep-th/0110114




Index

A (point space), 37
A subgroup, 4, 32
A-orbit, 4, 38, 132
A ′ subgroup, 32, 41, 114, 127
A ′′ subgroup, 43
A′-orbit, 43
C (complex numbers), 37
C̆σ̆ (ghost cycle), 78
D (dual numbers), 37
Dσ (unit disk), 126
F subgroup, 29
F ′ subgroup, 29
F̃ subgroup, 29
G(ρ), 230
H1 (Heisenberg group), 19
K subgroup, 4, 15, 32, 114
K-orbit, 4, 38, 38–40, 43, 57, 104, 106, 132
Mmap, 48, 101
N subgroup, 4, 32
N-orbit, 4, 38, 132
N ′ subgroup, 32, 41, 114
N ′-orbit, 43
O (double numbers), 37
Õ (two-fold cover of double numbers), 105
Õ+ (hyperbolic upper half-plane), 105
P (projection from the projective space), 123
P1(A) (projective space), 53
P3 (projective space), 48
Qmap, 48, 72, 101
Rsσ̆ (cycle representing the real line), 83
Ṙ (projective real line), 30
R∗ (hyperreals), 100
S (section to the projective space), 54
SL2(R) group, 3, 19
SU(1, 1) group, 126
Tσ (unit cycle), 126
Z (the centre of the Heisenberg group), 324
Zsσ̆(y) (σ̆-zero-radius cycle), 62
Z∞ (zero-radius cycle at infinity), 101

[z1,z2,z3,z4] (cross ratio), 53
Λ(g), 223
SL2(R), 276, 279, 283, 297
SL2(R) group

Hardy representation, 220
representation, 243–244

in Banach space, 303
Sp(2), 324
Hn (Heisenberg group), 324
Jn (jet space), 305
cosσ, 44
δjk, 220∞ (point at infinity), 102
⋋ (perpendicularity), 95
−→
AB (directed interval), 92
⟨·, ·⟩, 220
σ-cosine, 44, 64, 91
σ-sine, 44, 91
σ-tangent, 43
sinσ, 44
⊣ (f-orthogonality), 85
tanσ, 43
tr, 221
ax+ b group, 3, 3, 19, 38, 253, 257, 258,

266–268, 278, 282, 285, 288
Haar measure, 26
invariant measure, 278
left regular representation, 278
representation, 219, 251

co-adjoint, 279
quasi-regular, 278

ε (parabolic unit), 3
ϵ (infinitesimal), 96
h1 (Lie algebra of the Heisenberg group), 325
i (imaginary unit), 3
ι (hypercomplex unit), 3, 36, 373
ῐ (hypercomplex unit in cycle space), 7, 48
j (hyperbolic unit), 3
k-normalised cycle, 13, 57, 63, 64, 89, 91, 103, 388
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lc(
−→
AB) (length from centre), 92

lf(
−→
AB) (length from focus), 92

ω (symplectic form), 324
p map, 21, 108, 224
r map, 21, 108, 224
s map, 21, 108, 224
σ (σ := ι2), 4, 37
σ̆ (σ̆ := ῐ2), 48
σ̊-focus, 56, 122
sl2 (Lie algebra), 25
χ (Heaviside function), 78
Í, see CAS exercise

Abel summation, 276
abelian group, see commutative group
about hearing a drum’s shape, 9
absolute time, 110, 136, 378
abstract group, 17, 20
acceleration, 110
action

derived, 5, 25, 30, 38
transitive, 3, 20, 22, 38

adjoint representation, 53, 221
admissible

mother wavelet, 294
admissible vector, 230
admissible wavelet, 249, 251, 257, 281, 284
affine

group, see ax+ b group
affine group, see ax+ b group
algebra

associative, 373
Clifford, 14, 50, 51, 80, 253, 339, 369, 371, 375

cycle matrix, 376
Möbius map, 376
matrix similarity, 376

commutative, 373
homomorphism, 301
Lie, 22–25, 53
Weyl, 323, 325

algebraically-closed, 373
analysis

complex, 15
functional, 47
harmonic, 15
multiresolution, 253
non-Archimedean, see non-standard
non-standard, 96, 100

analytic
contravariant calculus, 302
function on discrete sets, 370

annihilation operator, see ladder operator
annulus, 274
Apollonian gasket, 48

approximation
identity, of the, 278

Archimedes, 96, 374
arithmetic of infinity, 30
arrow, time, of, 105, 111
associative algebra, 373
associativity, 17
astronomy, extragalactic, 106, 111
Asymptote, 379, 385
asymptote, hyperbola, of, 39, 374
Atiyah–Singer index theorem, 4
atom, 259, 286
atomic

decomposition, 260, 287
automatic theorem proving, 387
automorphism

group, of, 326
inner, 327
outer, 327

Baker–Campbell–Hausdorff formula, 326
Benz

parallelism, 72
Bergman

integral, 15
space, 15, 249, 252, 274, 370

birational geometry, 144
Birkhoff orthogonality, see perpendicular
Blaschke

product, 307
boundary effect on the upper half-plane, 9, 56,

63, 71, 78, 85
bracket

Moyal, 343, 344
hyperbolic, 337, 349

Poisson, 355

calculus
contravariant, 256, 371

analytic, 302
covariant, 255, 307, 310, 311, 371

Berezin, 255
functional, 256, 301, 370, 371

covariant, 289
Riesz–Dunford, 256
support, see spectrum

symbolic, see covariant calculus
umbral, 250

Calderón–Zygmund
decomposition, 293

Campbell–Hausdorff formula, see
Baker–Campbell–Hausdorff formula

cancellation, formula for cross ratio, 54
cancellation, formula for cross-ratios, 122
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cancellative semigroup, 250
canonical transformation, 108
Carleson

measure, 295
norm, 295

Cartan
subalgebra, 246

CAS, xiv, 49, 96, 375, 379–389
pyGiNaC, 383
swiGiNaC, 383
exercise, 34, 38, 39, 42, 44, 49, 50, 54, 58, 60,

63–67, 70, 71, 78–84, 86, 89–93, 95–99, 101,
115, 121, 130, 131, 144

case
elliptic, 4, 37
hyperbolic, 4, 37
parabolic, 4, 37

Casimir operator, 271
categorical viewpoint, 10, 69
category theory, 10
Cauchy integral, 15, 251, 271–273, 276, 282, 297,

304, 370
Cauchy integral formula, 228
Cauchy–Riemann

operator, 15
Cauchy–Riemann operator, 267, 288, 297
Cauchy–Schwarz inequality, 65–67, 71
Cauchy-Riemann operator, 270, 271, 347, 370
causal, 341
causal orientation, 105, 111
Cayley transform, 125, 131, 272

cycle, of, 129
elliptic, 125
hyperbolic, 125
parabolic, 128

centre
cycle, of, 8, 37, 46, 55, 57, 91, 122, 128, 374, 378
ellipse, of, 374
hyperbola, of, 374
length from, 14, 92, 92, 93, 126–128

character, 331
group, of, 222

character of a group, 222
character of representation, 221
characteristic

function, 255
circle, 45, 374

imaginary, 46, 55, 58, 61
parabolic (Yaglom term), 75, 378
unit, see elliptic unit cycle

classes of equivalent representations, 220
classic

Fock–Segal–Bargmann representation, 353
probability, 355

Schrödinger representation, 353
classical mechanics, 108, 342

Hamiltonian, 323
Clifford

algebra, 14, 50, 51, 80, 253, 339, 369, 371, 375
cycle matrix, 376
Möbius map, 376
matrix similarity, 376

Clifford algebras, 14
co-adjoint

representation, 333
orbit, 333

representation of ax+ b group, 279
coaxial cycles, 40, 58
coefficients

matrix, 227
representational, 227

coherent state, see wavelet
coherent states, 227
commutation

relation
Heisenberg, 323, 326
Weyl, 323

commutation relation, Heisenberg, 25
commutative

algebra, 373
group, 18

commutator, 24, 337, 339
commuting operator, 223
compactification, 101
complex

analysis, 15
numbers, 34, 373

complex numbers, 283
computer algebra system, see CAS
concentric, 8, 46, 58, 97, 128

parabolas, 56, 129
concurrent cycles, 74
concyclic, 54
condition, Vahlen, 80, 84
cone, 5, 373

light, 41, 63, 72, 81, 98, 105, 110
infinity, at, 103, 105

configuration
space, 342, 344, 349, 354, 356

confocal, 97
parabolas, 129

conformal
infinitesimally, 99
space-time, 104

conformality, 14, 93
parabolic, 144

congruence, matrix, of, 52
conic section, 4, 5, 39, 373
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conjugated subgroups, 21
conjugation, 20, 53

cycles, of, 12, 97
constant curvature, 102
constant Planck, 337, 354
construction

Fillmore–Springer–Cnops, 7, 48, 128, 369
operator, 311

Gelfand–Naimark–Segal, 10, 60
continuous

wavelet transform, 281
continuous group, 18
contour line, 38, 93, 95, 139
contravariant

calculus, 256, 371
analytic, 302

spectrum, 302, 303, 305, 307
stability, 308

symbol, 255
transform, 284, 297

contravariant transform, 256, 364
convolution, 26, 339

relative, 287, 365
convolution operator, 26
correspondence

Kirillov, 52
coset space, 21
covariant

calculus, 255, 307, 310, 311, 371
Berezin, 255

functional calculus, 289
pencil, 310
spectral distance, 308
symbol, 254
symbolic calculus, 254
transform, 249, 280, 297

induced, 265
inverse, see contravariant transform

cover, two-fold
hyperbolic plane, 105, 127

creation operator, see ladder operator
cross ratio, 53, 151

cancellation formula, 54
cycles, 85, 151, 189
projective, 54, 54

cross-ratio, 122
cancellation formula, 122
projective, 123

curvature, 38
constant, 102

curve length, 114
cycle, 5, 45, 47, 161, 312, 373
σ̆-product, 60, 69, 91
Cayley transform, 129

centre, 8, 37, 46, 55, 57, 91, 122, 128, 374, 378
concentric, 97
confocal, 97
conjugation, 12, 97
cross ratio, 85, 151, 189
diameter, 89, 378
equation, 7, 45, 47
f-ghost, 86
flat, 46
focal length, 56, 89
focus, 8, 37, 56, 89, 122, 128, 374
ghost, 78, 83
infinitesimal radius, of, 96, 96–100, 131
inversion, 82, 82–84, 86, 103
isotropic, 11, 71
matrix, 7, 48

Clifford algebra, 376
normalised, 9, 57
det-, 57, 62, 64, 85, 89, 103, 388
k-, 13, 57, 63, 64, 89, 91, 103, 388
norm, 64

orthogonality, 50, 98
parabolic (Yaglom term), 378
positive, 61, 115
radius, 13, 58, 89, 388

infinitesimal, of, 96, 96–100
zero, 97

reflection, 12, 82, 82–84, 130
selfadjoint, 75, 85, 122, 378
similarity, 79, 130, 388

Clifford algebra, 376
space, 7, 48, 101, 161, 378
unit

elliptic, 126
hyperbolic, 127
parabolic, 128

zero-radius, 9, 11, 51, 61, 62–66, 71–73, 89, 97,
101, 103, 120, 378
elliptic, 63
hyperbolic, 63
infinity, at, 101
parabolic, 63

cycles
coaxial, 40, 58
concurrent, 74
disjoint, 66, 71, 73
f-orthogonal, 12, 14, 85, 95, 131, 388
intersecting, 66, 71, 73
orthogonal, 7, 10, 46, 69, 69–79, 82–83, 115,

131, 388
pencil, xiv, 58, 64, 66–67, 72–74, 387

orthogonal, 73, 80, 84
radical axis, 40, 58
tangent, 58, 66, 73
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Descartes–Kirillov condition, 66
cyclic vector, 222

De Donder–Weyl formalism, 371
decomposable

representation, 223
decomposition atomic, 260, 287
decomposition Calderón–Zygmund, 293
decomposition Iwasawa, 4, 33, 37, 369
defect operator, 255
degeneracy parabolic, 78, 129
dequantisation Maslov, 141
derivation

inner, 337, 339
derived action, 5, 25, 30, 38
Descartes–Kirillov

condition for tangent circles, 66
det-normalised cycle, 57, 62, 64, 85, 89, 103, 388
determinant, 9
diameter, cycle, of, 89, 378
dicrete series, 231
directing functional, 253
directrix, 8, 39

parabola, of, 56, 374
discrete

analytic function, 370
geometry, 369
spectrum, 370

discriminant, 61
disjoint cycles, 66, 71, 73
disk, unit, 125

elliptic, 126, 126
hyperbolic, 127
metric, 131, 135
parabolic, 128

distance, 13, 90, 90, 93, 126, 127, 135
conformal, 93
covariant spectral, 308
inversive between cycles, 64

distinct, essentially, 54, 123
divisor, zero, 4, 35, 36, 41, 53, 102, 138, 352, 373
domain

non-simply connected, 274
simply connected, 274

double, 3
double number, 337, 347, 352
double numbers, 3, 36, 284, 373
doubling condition, 278
dual, 3
dual number, 337, 353, 353–356
dual numbers, 3, 35, 35, 373
dual object, 223
dual space, 223
dyadic

squares, 277, 289, 297
dynamics non-linear, 144, 375

e-centre, 46
e-focus, 56
eigenvalue, 245, 246, 305, 307

generalised, 309
quadratic, 311

element, ideal, 101
ellipse, 374

centre, 374
focus, 374

elliptic
case, 4, 37
Cayley transform, 125
rotation, 126
unit

cycle, 126
disk, 126, 126

upper half-plane, 34, 41
zero-radius cycle, 63

EPAL, see Erlangen programme at large, 14
EPH classification, 4, 37, 121
equation

discrete
integrability of, 375

dynamics in p-mechanics, 339
Hamilton, 337, 354
heat, 138, 267
Heisenberg, 337, 343
quadratic, 373
Schrödinger, 327

equivalent representations, 220
Erlangen programme, ii, xiii, xiii, 3, 3

at large, xiii, 14
essentially distinct, 54, 123
Euclidean

geometry, xiii, 96
space, 94

Euler
formula, 137, 377
operator, 38

exact representation, 220
exponential map, 23, 32
extension

Poincaré, 177
Poincaré , 53

extragalactic astronomy, 106, 111

f-ghost cycle, 86
f-orthogonality, 12, 14, 85, 95, 98, 120, 131, 388
factorisation

Wiener–Hopf, 253
faithful representation, 220
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fiducial operator, 249, 280
fiducial vector, 227
field

quantum, 371
Fillmore–Springer–Cnops construction, 7, 48,

128, 369
operator, 311

finite dimensional
representation, 220

fixed point
Möbius map, of, 31, 33, 98, 126

flat cycles, 46
focal

length, 40, 89, 97, 110
cycle, of, 56
parabola, of, 56

orthogonality, see f-orthogonality
Fock–Segal–Bargmann

representation, 333, 335, 356, 362
classic (parabolic), 353
hyperbolic, 348

representations, 341
space, 253, 335, 347, 357, 371
transform, 362

focus, 61, 89
cycle, of, 8, 37, 56, 122, 128, 374
ellipse, of, 374
elliptic, 56
hyperbola, of, 39, 374
hyperbolic, 56
length from, 14, 92, 92, 93, 99, 128

p-conformality, 144
parabola, of, 8, 39, 56, 374
parabolic, 56

form, symplectic, 53, 54, 108, 324, 326, 376
formalism

paravector, 375
vector, 375

formula
Baker–Campbell–Hausdorff, 326
Campbell–Hausdorff, see

Baker–Campbell–Hausdorff formula
cancellation for cross ratio, 54
cancellation for cross-ratios, 122
Euler, 137, 377
reconstruction, 257, 284
Sokhotsky–Plemelj, 276

FSB
representation, see Fock–Segal–Bargmann

representation
space, see Fock–Segal–Bargmann space

FSCc, see Fillmore–Springer–Cnops construction
function

characteristic, 255

Gauss, see Gaussian, 234
Heaviside, 10, 30, 78
Hermite, see Hermite polynomial
norm of, 47
orthogonality of, 47
parabolic cylinder, see Weber–Hermite

function
polyanalytic, 271
special, 15
Weber–Hermite, 350, 352

functional analysis, 47
functional calculus, 256, 301, 370, 371

covariant, 289
Riesz–Dunford, 256
support, see spectrum

functional directing, 253
functional invariant, 256, 284
functional model, 255, 301, 308, 371
functions

trigonometric
σ-, 43
parabolic, 136

Galilean
orthogonality, 95
space-time, 110, 136
transformation, 110

Gårding space, 230
Gauss

function, see Gaussian
measure, 235

Gaussian, 228, 234, 235, 252, 267, 282, 344, 348,
349, 361, 362

Gelfand–Naimark–Segal construction, 10, 60, 60
generalised

eigenvalue, 309
generator

quadratic, 335
subgroup, of, 245

geodesics, 118, 113–123, 131, 135, 145
geometrical quantisation, 337
geometry, 369

birational, 144
commutative, xiii
discrete, 369
Euclidean, xiii, 96
hyperbolic, 37
Lobachevsky, xiii, 37, 258, 270, 369
non-commutative, xiii, 15, 312
representational, 47
Riemann, 37, 113

ghost cycle, 78, 83
GiNaC, see CAS, 382
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GNS construction, see Gelfand–Naimark–Segal
construction, 10

GNU, 379
General Public License (GPL), 379
Linux, 379

emulator, 380, 381
GPL, see GNU General Public License
grand maximal function, 254, 283
ground state, 227
group, 3, 17

SL2(R), 3, 19, 20, 276, 279, 283, 297
Hardy representation, 220
Lie algebra, 25
one-dimensional subgroup, 22

Sp(2), see also SL2(R), 338
SU(1, 1), see also SL2(R), 255
ax+ b, 3, 19, 29, 38, 253, 257, 258, 266–268,

278, 282, 285, 288
Haar measure on, 26
invariant measure, 278
Lie algebra, 23–24
one-dimensional subgroup, 22

abelian, see commutative group
abstract, 17, 20
affine, see ax+ b group, see ax+ b group
automorphism of, 326

inner, 327
outer, 327

characters, of, 222
commutative, 18
continuous, 18
Heisenberg, 3, 16, 19, 324, 323–329, 337,

339–357, 371
centre, 324
Fock–Segal–Bargmann representation, 362
Fock–Segal–Bargmann representation, 333
Haar measure on, 26
induced representation, 331
invariant measure, 331
Lie algebra, 24, see Weyl algebra
one-dimensional subgroup, 22
polarised, 325
Schrödinger representation, 220

Heisenberg–Weyl, see Heisenberg group, 323
law, see group multiplication
Lie, 19, 22

nilpotent, 326
locally compact, 18
multiplication, 17
non-commutative, 18
representation, 219

linear, 15
Schrödinger, 327, 346
symplectic, 324, 327, 334, 339, 346

transformation, 17, 20
unimodular, 331
Weyl, see Heisenberg group, 323

h-centre, 46
h-focus, 56
Haar measure, 25, see invariant measure, see

invariant measure
ax+ b group, on, 26
Heisenberg group, on, 26

half-plane, 310
boundary effect, 9, 56, 63, 71, 78, 85
invariance, 34, 35, 104, 105
lower, 20, 40, 43
non-invariance, 35, 104, 105
upper, 20, 40, 43, 125, 364

elliptic, 34, 41
hyperbolic, 35, 105
parabolic, 35, 41

Hamilton
equation, 337, 354

Hamiltonian, 108
classical mechanics, 323
quadratic, 108

Hardy pairing, 257, 258, 285
Hardy space, 15, 249, 251, 261, 271, 273, 277, 279,

282, 291, 302, 308, 370
generalised, 261
generalized, 278, 289, 292

Hardy–Littlewood
maximal functions, 253, 260, 277, 283, 290, 297

harmonic
analysis, 15
oscillator, 108, 327, 335, 339, 340, 343, 346, 349,

355
quantum, 109
repulsive (hyperbolic), 350

heat
equation, 138, 267
kernel, 138, 267

Heaviside function, 10, 10, 30, 78, 78
Heisenberg

commutation relation, 25, 323, 326
equation, 337, 343
group, 3, 16, 19, 324, 323–329, 337, 339–357,

371
centre, 324
Fock–Segal–Bargmann representation, 333,

362
Haar measure, 26
induced representation, 331
invariant measure, 331
Lie algebra, 24
one-dimensional subgroup, 22
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polarised, 325
Schrödinger representation, 220

Heisenberg group, 3
Heisenberg–Weyl

group, see Heisenberg group, 323
Hermite

polynomial, 346, 352
Hilbert space, 47, 60
Hilbert transform, 291
homogeneous space, 20, 20–22
homomorphism

algebraic, 301
horizon, 121
horocycle, 9, 63, 66
Huygens principle, 113
hyperbola, 46, 374

asymptote, 39, 374
centre, 374
focal length, 40, 110
focus, 39, 374

hyperbolic
case, 4, 37
Cayley transform, 125
Fock–Segal–Bargmann representation, 348
geometry, 37
harmonic oscillator, 350
Moyal bracket, 337, 349
plane

two-fold cover, 105, 127
probability, 349
rotation, 127
Schrödinger representation, 349
unharmonic oscillator, 349
unit

cycle, 127
disk, 127

unit (j), 3
upper half-plane, 35, 105
zero-radius cycle, 63

hyperboloid, 102
hypercomplex number, 357
hypercomplex numbers, 279
hypercomplex unit (ι), 3, 373
hyperreal

number, 100

ideal element, 101
idempotent mathematics, 141
identity, 18

approximation of the, 278
Jacobi, 24
Pythagoras’

parabolic, 137, 139
imaginary

circle, 46, 55, 58, 61
unit (i), 3

indefinite product, 60
index refractive, 107
induced covariant transform, 265
induced representation, 53, 109, 144, 224, 234,

241, 304, 337
Heisenberg group,of, 331

induced wavelet transform, 234
induction, 241
inequality

Cauchy–Schwarz, 65–67, 71
triangle, 113, 119, 142

infinite dimensional representation, 220
infinitesimal

number, 96, 100
radius cycle, 96, 96–100, 131

infinitesimally conformal, 99
infinity

arithmetic, of, 30
inner automorphism of group, 327
inner derivation, 337, 339
inner product, 47

Frobenius, 60
norm of vector, 89

integrability of discrete equation, 375
integral

Bergman, 15
Cauchy, 15, 251, 271–273, 276, 282, 297, 304,

370
Poisson, see Poisson kernel, see Poisson kernel

interference, 341, 345, 355
intersecting cycles, 66, 71, 73
intertwining map, 49
intertwining operator, 223, 250, 260, 265, 266,

287, 288, 290, 302, 309, 361
interval

space-like, 110, 115
time-like, 110, 115

invariant, 256, 284
functional, 256, 284
measure, 249, 251, 257, 278, 281, 284, 285

Heisenberg group, 331
metric, 113–123, 139
pairing, 256, 284
subset, 20
subspace, 289
vector fields, 23

invariant measure, 25
invariant subspace, 222
inverse, 18

covariant transform, see contravariant
transform

inverse wavelet transform, 229
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inversion
circles, in (Yaglom term), 378
first kind, of the (Yaglom term), 84
in a cycle, 82, 82–84, 86, 101, 103
second kind, of the (Yaglom term), 84, 378

inversive distance between cycles, 64
IPython, 383
irreducible

representation, 278, 289
irreducible representation, 222
isotropic cycles, 11, 71
isotropy subgroup, 20, 40–44, 127, 129

orbit, 43, 65
Iwasawa decomposition, 4, 33, 37, 369

Jacobi identity, 24
jet, 305, 306, 309, 337

bundle, 305
joint

spectrum, 303
Jordan

normal form, 306
Jordan’s normal form of a matrix, 222

kernel heat, 138, 267
kernel Poisson, 252, 271, 276, 282, 297

conjugated, 282, 291
kernel reproducing, 232
Kirillov

correspondence, 52
Descartes–Kirillov condition for tangent

circles, 66
orbit method, 53

Krein directing functional, 253
Krein space, 60, 244, 337
Kroneker delta, 220

ladder operator, 245–248, 270, 272, 346–348,
350–353, 355–357

Laplace operator, 15, 267, see Laplacian, 288
Laplacian, 270, 271, 370
Lebesgue measure, 25
left regular representation, 223, 331
ax+ b group, 278

left shift, 18, 20, 21, 23
lemma

Schur’s, 224
length, 14, 92

conformal, 93
curve, of, 114
focal, of a cycle, 56, 89
focal, of a hyperbola, 40, 110
focal, of a parabola, 56
from centre, 14, 92, 92, 93, 126–128

from focus, 14, 92, 92, 93, 97, 99, 128
p-conformality, 144

Lidskii theorem, 308
Lie

algebra, 22–25, 53
commutator, 24
Heisenberg group, see Weyl algebra

groups, 19, 22
lifting, 332
light

cone, 41, 63, 72, 81, 98, 104, 105, 110
infinity, at, 103–105

speed, of, 110
limit

semiclassical, 337, 342
line

contour, 38, 93, 95, 139
Menger, 118
parallel, 67
special (Yaglom term), 378
spectral, 109, 111

linear space, 47
linear-fractional transformations, see Möbius

map
linearization procedure, 219
Littlewood–Paley

operator, 253
Littlewood–Paley theory, 277
Lobachevsky

geometry, xiii, 37, 258, 270, 369
locally compact group, 18
loop, 22
Lorentz–Poincare

transformation, 110
lower half-plane, 20, 40, 43
lowering operator, see ladder operator

Möbius map, 3
fixed point, 31, 33, 98, 126

main problem
of representation theory, 223

map
M, 48, 101
Q, 48, 72, 101
p, 21, 108, 224
r, 108
s, 21, 108, 224
r, 21, 224
exponential, 23, 32
intertwining, 49
Möbius, 3, 17, 20, 252, 255, 269, 274, 307, 310,

311
Clifford algebra, 376
on cycles, 7, 49
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on the real line, 30
preserving orthogonality, 72

Maslov dequantisation, 141
mathematics

idempotent, 141
tropical, 141

matrix
congruence, 52
cycle, of, 7, 48

Clifford algebra, 376
Jordan normal form, 306
Jordan’s normal form of, 222
similarity, 49, 388

Clifford algebra, 376
transfer, 107

matrix coefficients, 227
matrix elements, 220
maximal function

grand, 254, 283
maximal functions, 278

Hardy–Littlewood, 253, 260, 277, 283, 290, 297
non-tangential, 258, 285, 297
vertical, 258, 285, 297

measure, 25
Carleson, 295
Gauss, 235
Haar, 25, see invariant measure, see invariant

measure
invariant, 249, 251, 257, 278, 281, 284, 285

Heisenberg group, 331
Lebesgue, 25
left invariant, 25

mechanics
classical, 108, 342

Hamiltonian, 323
quantum, 16, 103, 108

Menger line, 118
metaplectic representation, see oscillator

representation
method

orbit, 279
orbits, of, 337, 369

metric, 113
invariant, 113–123, 139
monotonous, 117
unit disk, 131, 135

Mexican hat
wavelet, 282

minimal
polynomial, 307

Minkowski space, 61
Minkowski space-time, 52, 106, 110
Möbius map, 3, 17, 20, 252, 255, 269, 274, 307,

310, 311

Clifford algebra, 376
on cycles, 7, 49
on the real line, 30

model
functional, 255, 301, 308, 371

modulus, parabolic, 139
monad, 100
monotonous metric, 117
mother wavelet, 15, 227, 251, 281, 304

admissible, 294
Moyal bracket, 343, 344

hyperbolic, 337, 349
multiresolution analysis, 253

netbook, 380
nilpotent

Lie group, 326
nilpotent unit, see parabolic unit
non-Archimedean analysis, see non-standard

analysis
non-commutative

geometry, xiii, 15
group, 18
space, xiii

non-commutative geometry, 312
non-linear dynamics, 144, 375
non-locality, 10, 12, 71, 76
non-simply connected domain, 274
non-standard

analysis, 96, 100
monad, 100

non-tangential
maximal functions, 258, 285, 297

non-trivial invariant subspaces, 222
norm

Carleson, 295
function, of, 47
inner product, from, 89
parabolic, 139

norm-normalised cycle, 64
normal

subgroup, 21
normalised cycle, 9, 57

det-, 57, 62, 64, 85, 89, 103, 388
k-, 13, 57, 63, 64, 89, 91, 103, 388
norm-, 64

nucleus, 259, 286
number

double, 337, 347, 352
dual, 337, 353, 353–356
hypercomplex, 357
infinitesimal, 96, 100
prime, 222
system, 36
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signature, 46
numbers

complex, 34, 283, 373
double, 3, 36, 284, 373
dual, 3, 35, 373
hypercomplex, 279
split-complex, see double numbers

numerical
range, 255

observable, 339
one-dimensional subgroup, 22
ax+ b group, of, 22
group SL2(R), of, 22
Heisenberg group, of, 22

open source, 379
operator

annihilation, see ladder operator
Casimir, 271
Cauchy–Riemann, 15, 267, 288, 297
Cauchy-Riemann, 270, 271, 347, 370
commuting, 223
convolution, 26
creation, see ladder operator
defect, 255
Euler, 38
fiducial, 249, 280
Fillmore–Springer–Cnops construction, 311
integral

singular, 261, 277, 291, 297
intertwining, 223, 250, 260, 265, 266, 287, 288,

290, 302, 309, 361
ladder, 245–248, 270, 272, 346–348, 350–353,

355–357
Laplace, 15, 267, see Laplacian, 288
Littlewood–Paley, 253
lowering, see ladder operator
power bounded, 370
pseudo-differential, 24
pseudodifferential, 255
quasinilpotent, 370
raising, see ladder operator
Toeplitz, 370
unitary, 25, 221

optics, 327
illusion, 81
paraxial, 107

orbit, 20
co-adjoint representation, 333
isotropy subgroup, 43, 65
method, 279, 337, 369
method of Kirillov, 53
subgroupA′, of, 43
subgroupA, of, 4, 38, 132

subgroup K, of, 4, 38, 38–40, 43, 57, 104, 106,
132

subgroupN, of, 4, 38, 132
subgroupN ′, of, 43

orders
zero, of, 307

orientation causal, 105, 111
orthocenter, 74
orthogonal cycles, see orthogonality of cycles
orthogonal pencil of cycles, 73, 80, 84
orthogonality

cycles, of, 7, 10, 46, 50, 69, 69–79, 82–83, 98,
115, 131, 388

focal, see f-orthogonality
function, of, 47
Galilean, 95
preserving map, 72
relation, 296
second kind, of the, see f-orthogonality

orthonormal basis, 220
oscillator

harmonic, 108, 327, 335, 339, 340, 343, 346, 349,
355
quantum, 109
repulsive (hyperbolic), 350

representation, 334
unharmonic, 340, 344, 355

hyperbolic, 349
outer

automorphism of group, 327

p-centre, 46
p-focus, 56
p-mechanics, 339

dynamic equation, 339
observable, 339
state, 341

p-mechanisation, 340
packet, wave, 109
pairing

Hardy, 257, 258, 285
invariant, 256, 284

parabola, 46, 374
directrix, 8, 39, 56, 374
focal length, 56
focus, 8, 39, 56, 374
vertex, 8, 56, 374

parabolas
concentric, 129
confocal, 129

parabolic
case, 4, 37
Cayley transform, 128
circle (Yaglom term), 75, 378



418 INDEX

cycle (Yaglom term), 378
cylinder function, see Weber–Hermite function
degeneracy, 78, 129
Fock–Segal–Bargmann representation, 353
modulus, 139
norm, 139
probability, see classic probability
Pythagoras’ identity, 137, 139
Schrödinger representation, 353
trigonometric functions, 136
unit

cycle, 128
disk, 128

unit (ε), 3
upper half-plane, 35, 41
zero-radius cycle, 63

parallel
line, 67

parallelism, Benz, 72
paravector formalism, 375
paraxial optics, 107
PDO, see pseudo-differential operator, 255
pencil

covariant, 310
cycles, of, xiv, 58, 64, 66–67, 72–74, 387

orthogonal, 73, 80, 84
periodic table, 36

chemical elements, of, xiii
perpendicular, 14, 94
phase space, 108, 335, 338, 342, 344, 346, 348

tangent space of, 108
Planck

constant, 337, 354
plane

hyperbolic
two-fold cover, 105, 127

Plato’s cave, 7, 7, 55
Poincaré extension, 53, 177
point

cycle, of, 64, 91
infinity, at, 102
power, of, xiv, 40, 46, 64, 91, 388
space, 7, 48, 161, 378

Poisson
bracket, 355

Poisson kernel, 252, 271, 276, 282, 297
conjugated, 282, 291

polar
projection, see stereographic projection

polyanalytic function, 271
polynomial

Hermite, 346, 352
minimal, 307

Pontrjagin space, 60

positive cycle, 61, 115
power

cycle, of, 64, 91
point, of, xiv, 40, 46, 64, 91, 388
Steiner, see power of a point

power bounded operator, 370
primary

representation, 278, 303, 305, 311
primary representation, 223
prime number, 222
principal

value, 261, 277, 291
principle

Huygens, 113
similarity and correspondence, 352, 357

probability
classic (parabolic), 355
hyperbolic, 349
quantum, 337, 341, 344

product
Blaschke, 307
cycle, 60, 69, 91
indefinite, 60
inner, 47

Frobenius, 60
norm of vector, 89

projection
polar, see stereographic
stereographic, 102

projective
cross ratio, 54, 54
cross-ratio, 123
real line, 30

double cover, 31
projective space, 7, 48, 51, 53, 142, 373
prolongation, 304
pseudo-differential operator, 24
pseudodifferential operator, 255
PT-symmetry, 337
pulling, 332
pyGiNaC, 383
Pythagoras’

identity
parabolic, 137, 139

Python, 383, 384
Pyzo, 383

quadratic
eigenvalue, 311
equation, 373

discriminant, 61
generator, 335
Hamiltonian, 108

quadric, 373
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quantisation
geometrical, 337

quantum
field, 371
harmonic

oscillator, 109
mechanics, 16, 103, 108
probability, 337, 341, 344

quantum mechanics, 339
quasi-regular

representation of ax+ b group, 278
quasinilpotent

operator, 370
Quaternions, 14
quotient

group, 21

radical axis
cycles, of, 40, 58

radius cycle, of, 13, 58, 89, 388
Radon transform, 254
raising operator, see ladder operator
range

numerical, 255
ray, 107, 113

reflection, 374
real line, 3
ax+ bmap, 21, 25
Möbius map, 30
projective, 30

double cover, 31
reconstruction formula, 257, 284
red shift, 106, 111
reduced wavelet transform, see induced wavelet

transform, 265
reducible representation, 222
reference system, 109
reflection

in a cycle, 12, 82, 82–84, 101, 130
ray, of, 374

refractive index, 107
regular representation, 223
relation

orthogonality, 296
relation of equivalence, 220
relative

convolution, 287
relative convolution, 365
relativity, 109
representation, 219
SL2(R) group, 243–244

in Banach space, 303
ax+ b group, 251

co-adjoint, 279

quasi-regular, 278
adjoint, 53, 221
character of, 221
co-adjoint, 333

orbit, 333
coefficients, see wavelet transform, see wavelet

transform
complementary series, 252, 370
continuous, 219
decomposable, 223
discrete series, 243, 249, 252, 370
exact, 220
faithful, 220
finite dimensional, 220
Fock–Segal–Bargmann, 333, 335, 356, 362

classic (parabolic), 353
hyperbolic, 348

FSB, see Fock–Segal–Bargmann representation
group

linear, 15
Heisenberg group

classic (parabolic), 353
hyperbolic, 349
Schrödinger, 334

induced, 53, 109, 144, 224, 234, 241, 304, 337
Heisenberg group,of, 331

infinite dimensional, 220
irreducible, 222, 278, 289
left regular, 225, 331
ax+ b group, 278

linear, 219
linearization, 219
metaplectic, see oscillator representation
oscillator, 334
primary, 223, 278, 303, 305, 311
principal series, 252, 370
reducible, 222
regular

left, 223
Schrödinger, 220, 334, 341, 342, 347, 351, 360

classic (parabolic), 353
hyperbolic, 349

series
discrete, 231

Shale–Weil, see oscillator representation
square integrable, 227, 230, 249, 251, 257, 265,

281, 284, 294
trivial, 220
unitary, 221

representation of a group, 219
representation space, 220
representation theory

main problem of, 223
representational coefficients, 227
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representational geometry, 47
representations, 219

equivalent, 220
unitary, 221

Fock–Segal–Bargmann, 341
linear, 241

reproducing kernel, 232
repulsive

harmonic oscillator, 350
resolvent, 256, 301, 303, 310
restriction of representation, 222
Riemann

geometry, 37, 113
mapping theorem, 274
sphere, 102

right shift, 18, 20, 23
rotation, 41, 114

elliptic, 126
hyperbolic, 127
parabolic

tropical, 142

scalar product, 220
Schrödinger

equation, 327
group, 327, 346
representation, 334, 341, 342, 347, 351, 360

classic (parabolic), 353
hyperbolic, 349

Schrödinger representation, 220
Schur’s lemma, 224
section, 21
section conic, 4, 5, 39, 373
selfadjoint cycle, 75, 85, 122, 378
semiclassical

limit, 337, 342
semigroup

cancellative, 250
set

total, 227
Shale–Weil representation, see oscillator

representation
shift

left, 18, 20, 21, 23
red (astronomy), 106, 111
right, 18, 20, 23

signature, number systems, of, 46
similarity

cycles, of, 79, 130, 388
Clifford algebra, 376

matrix, of, 49, 388
Clifford algebra, 376

simply connected domain, 274
singular

integral operator, 261, 277, 291, 297
SIO, see singular integral operator
seesingular integral operator, 291
Sokhotsky–Plemelj formula, 276
source

open, 379
space

Bergman, 15, 249, 252, 274, 370
commutative, xiii
configuration, 342, 344, 349, 354, 356
cycle, 161
cycles, of, 7, 48, 101, 378
Euclidean, 94
Fock–Segal–Bargmann, 253, 335, 347, 357, 371
FSB, see Fock–Segal–Bargmann space
Gårding , 230
Hardy, 15, 249, 251, 261, 271, 273, 277, 279, 282,

291, 302, 308, 370
generalised, 261
generalized, 278, 289, 292

Hilbert, 47, 60
Krein, 60, 244, 337
linear, 47
Minkowski, 61
non-commutative, xiii
phase, 108, 335, 338, 342, 344, 346, 348

tangent space of, 108
point, 7, 48, 161, 378
Pontrjagin, 60
projective, 7, 48, 51, 53, 142, 373
tangent, 23, 53, 85, 113

phase space, of, 108
space-like interval, 110, 115
space-time, 104, 109

Galilean, 110, 136
Minkowski, 52, 106, 110

special
function, 15
line (Yaglom term), 378

spectral covariant distance, 308
spectral line, 109, 111
spectrum, 301, 304

contravariant, 302, 303, 305, 307
stability, 308

discrete, 370
joint, 303
mapping, 301

speed, light, of, 110
sphere, Riemann, 102
split-complex numbers, see double numbers
square integrable

representation, 249, 251, 257, 265, 281, 284, 294
square integrable representation, 227, 230
squares



INDEX 421

dyadic, 277, 289, 297
stability

contravariant spectrum, 308
state, 341

coherent, see wavelet
ground, 227
vacuum, see mother wavelet, see mother

wavelet
Steiner power, see power of a point
stereographic projection, 102
stopping time argument, 289, 297
subalgebra

Cartan, 246
subgroup, 19
A, 4, 32

orbit, 4, 38, 132
A ′, 32, 41, 110, 127, 137
A ′′, 43
F, 29
F ′, 29
F̃, 29
K, 4, 15, 32, 114, 137

orbit, 4, 38, 38–40, 43, 57, 104, 106, 132
N, 4, 32

orbit, 4, 38, 132
N ′, 32, 41, 110, 114, 137

orbit, 43
A′, 114

orbit, 43
conjugated, 21
generator, 245
isotropy, 20, 40–44, 127, 129

orbit, 43, 65
normal, 21
one-dimensional, 22

subrepresentation, 222
subset, invariant, 20
subspace

invariant, 222, 289
summation

Abel, 276
support

functional calculus, see spectrum
swiGiNaC, 383
symbol

contravariant, 255
covariant, 254

symbolic calculus, see covariant calculus
covariant, 254

symplectic form, 53, 54, 108, 324, 326, 376
symplectic group, 324, 327, 334, 339, 346
symplectic transformation, 241, 242, 338, 350
system, reference, 109

tangent, 10, 57, 70–71, 76, 78, 95, 121
cycles, 58, 66, 73

Descartes–Kirillov condition, 66
lines, 67
space, 23, 53, 85, 113

phase space, of, 108
Taylor series, 15
tent, 277, 284, 295
theorem

automatic proving, 387
Lidskii, 308
main of arithmetic, 222
Riemann mapping, 274
spectral mapping, 301

theory
Littlewood–Paley, 277

time
absolute, 110, 136, 378
arrow, 105, 111

time-like interval, 110, 115
Toeplitz

operator, 370
token, 250
total set, 227
trace, 9, 221
transfer matrix, 107
transform

Cayley, 125, 131, 272
cycle, of, 129
elliptic, 125
hyperbolic, 125
parabolic, 128

contravariant, 256, 284, 297, 364
covariant, 249, 280, 297

induced, 265
inverse, see contravariant transform

Fock–Segal–Bargmann, 362
Hilbert, 291
Radon, 254
wavelet, 15, 227, see wavelet transform, 281,

297
continuous, 281
induced, 234
reduced, see induced wavelet transform

transformation
canonical, 108
Galilean, 110
group, 17, 20
linear-fractional, see Möbius map
Lorentz–Poincare, 110
Möbius, see Möbius map
symplectic, 241, 242, 338, 350

transitive, 3, 20, 22, 38
triangle inequality, 113, 119, 142
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trigonometric
functions
σ-, 43
parabolic, 136

trivial representation, 220
tropical

mathematics, 141
parabolic rotation, 142

umbral calculus, 250
unharmonic

oscillator, 340, 344, 355
hyperbolic, 349

unimodular
group, 331

unit
circle, see elliptic unit cycle, 273
cycle

elliptic, 126
hyperbolic, 127
parabolic, 128

disk, 125, 273
elliptic, 126, 126
hyperbolic, 127
metric, 131, 135
parabolic, 128

hyperbolic (j), 3
hypercomplex (ι), 3, 373
imaginary (i), 3
nilpotent, see parabolic unit
parabolic (ε), 3

unitary equivalent representations, 221
unitary operator, 25, 221
unitary representation, 221
upper half-plane, 20, 40, 43, 125, 364

boundary effect, 9, 56, 63, 71, 78, 85
elliptic, 34, 41
hyperbolic, 35, 105
parabolic, 35, 41

vacuum state, see mother wavelet, see mother
wavelet

vacuum vector, 227
vacuum vector of quantum mechanics, 234
Vahlen condition, 80, 84
value

principal, 261, 277, 291
vector

admissible, 230
cyclic, 222
fiducial, 227
vacuum, 227

vector fields, invariant, 23
vector formalism, 375

vertex, parabola, of, 8, 56, 374
vertical

maximal functions, 258, 285, 297

wave, 113
packet, 109

wavelet, 3, 249, 251, 265, 269, 280, 281, 304
admissible, 249, 251, 257, 281, 284
Mexican hat, 282
mother, 15, 227, 251, 281, 304

admissible, 294
transform, 15, 251, 281, 297, 304, 347

continuous, 281
induced, see induced covariant transform
reduced, 265

wavelet transform, 227
induced, 234
inverse, 229
reduced, see induced wavelet transform

wavelets, 227
Weber–Hermite function, 350, 352
Weyl

algebra, 323, 325
commutation relation, 323
group, see Heisenberg group, 323

Wiener–Hopf factorisation, 253

Yaglom term
inversion

circles, in, 378
second kind, of , 378

parabolic
circle, 378
cycle, 378

special line, 378

zero divisor, 4, 35, 36, 41, 53, 102, 138, 352, 373
zero order, of, 307
zero-radius cycle, 9, 11, 51, 61, 62–66, 71–73, 89,

97, 101, 103, 120, 378
infinity, at, 101
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